
All-to-All Personalized Communication on MultistageInterconnection NetworksAnnalisa MassiniDipartimento di Scienze dell'Informazione, Universit�a di Roma la SapienzaVia Salaria 113, 00198 Roma, Italye-mail: massini@dsi.uniroma1.itAbstract In parallel/distributed computing sys-tems, the all-to-all personalized communication (orcomplete exchange) is required in numerous appli-cations of parallel processing. In this paper we con-sider this problem for logN stage Multistage In-terconnection Networks (MINs). We prove thatthe set of admissible permutations for a MIN canbe partitioned in Latin Squares. Routing permu-tations belonging to a Latin Square of the parti-tion provides the all-to-all personalized communi-cation. From the method of partitioning the setof admissible permutations, we derive a procedureto realize the complete exchange with optimal timecomplexity, O(N ). The implementation proposed,compared with other ones in literature, does notneed either pre-computation or memory allocationto record the Latin Square, because an explicit con-struction of the Latin Square is not required.Keywords: Multistage Interconnection Net-works, all-to-all personalized communication, LatinSquares1 IntroductionIn a parallel/distributed computing system,processors often need to communicate witheach other. In all-to-all communication everyprocessor in a processor group sends a messageto all other processors in the group. In partic-ular, in all-to-all personalized communicationevery processor sends a distinct message to ev-ery other processor. The all-to-all personal-ized communication (or complete exchange) isa relevant communication pattern and it playsan important role in many applications such

as matrix transposition, fast Fourier transform(FFT) and distributed table lookup.All-to-all personalized communication prob-lem has been extensively studied for many net-works topologies. Many results have been re-ported for meshes [1, 4, 6, 9] and tori [10, 11, 8],that are network models with a simple andregular topology, a bounded node degree andpresent a good scalability. Algorithms withtime complexity O(N 32 ) and O(N k+1k ) for 2-dimensional and k-dimensional meshes/tori re-spectively [6, 7, 8, 10, 11], have been proposed.In [5], an optimal complete exchange algorithmfor an N -node hypercube with O(N logN) andO(N) time complexity for one-port model andall-port node respectively, is given. A draw-back of using high-dimensional hypercubes isthe unbounded node degree, a feature that im-plies a poor scalability.In this paper we consider, as interconnect-ing scheme for a multiprocessor system (seeFig. 1), Multistage Interconnection Networks,MINs, of size N (with N inputs and N out-puts) consisting of logN stages each composedof N=2 nodes (2� 2 switching elements). Ex-amples of topologies for logN stage MINs areOmega, Flip, Baseline and Reverse Baseline,Buttery and Reverse Buttery that are alltopologically equivalent [2, 3]. logN stageMINs are banyan, that is a unique path existsbetween any input and any output in the net-work, and present attractive advantages suchas e�cient routing algorithms, partitionabil-ity, small number of switching elements. TheseMINs are not rearrangeable, that is cannot
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0Figure 1: Communications among N proces-sors using a MIN of size N .realize all the N ! possible permutations, butonly a subset of them (admissible permuta-tions, then are suitable for a specialized use, asin the case of the all-to-all personalized com-munication problem, for which a full permuta-tion capability is not required.MINs have been already considered for theall-to-all personalized communication amongN processors in [12]. By routing a set ofN permutations forming a Latin Square, thecomplete exchange is realized in optimal timeO(N). The permutations belonging to theLatin Square are obtained by means of an o�-line algorithm run at the time the network isbuilt. Then, the method proposed in [12] pro-vides only one particular Latin Square for eachnetwork size, and the requirement to realize thecomplete exchange is to keep in memory a ma-trix of size N � N containing the destinationtags for the N permutations.In this work we prove that the set of ad-missible permutations for a MIN can be parti-tioned in subsets that are Latin Squares, that iswe provide a method to obtain all the possibleLatin Squares. Then we propose a realizationof all-to-all personalized communication, thatcan utilize any Latin Square of the partitionand is suitable for any size MIN. The proposedprocedure does not need a pre-computationand does not require the recording of the ma-trix of permutations to be realized, because anexplicit computation of permutations belong-

ing to a Latin Square is not necessary.2 logN stage MINs and LatinSquaresA logN stage MIN (in the following simplyMIN) has N inputs and N outputs and con-sists of n = logN stages of N=2 nodes thatare 2 � 2 switches. Each node belonging tostage j, 0 < j < N � 1 is connected with twonodes of stage j � 1 and two nodes of stagej + 1, according to a rule depending on thenetwork topology. Each node in stage j = 0is connected with a pair of inputs and eachnode in stage j = N � 1 is connected with apair of outputs. Each node of the MIN canbe set to straight or cross. A MIN of size Ncan realize 2N2 logN = N N2 permutations, calledadmissible permutations for the MIN (since itconsists of N2 logN nodes), each correspond-ing to one of the 2N2 logN possible network con-�gurations of the MIN, de�ned by the switchsetting of its node. Let us associate to eachnode a bit which value is 0 if the node is set tostraight and 1 if the node is set to cross. Then agiven network con�guration can be representedas a matrix M = (mh;k), h = 0; : : : ; N2 � 1,k = 0; : : : ; logN�1, which entries mh;k belongto set f0; 1g.A Latin Square is de�ned as an N �N ma-trix A = (ai;j), i; j = 0; : : : ; N � 1, where en-tries ai;j belong to set f0; 1; : : : ; N � 1g andno two entries in a row or a column have thesame value. In particular, for all i and j,0 � i; j � N�1, the entries of each row i in thematrix ai;0; ai;1; : : : ; ai;N�1 form a permutationand the entries of each column j in the matrixa0;j ; a1;j; : : : ; aN�1;j form a permutation.In this work a column of A represents apermutation p realized by the MIN and theelements ai;j of column j, i = 0; : : : ; N � 1,represent input tags of information arrived atoutput i (and not the destination tag as oftenused), see Fig. 2.The realization of the N permutations be-longing to a Latin Square by means of a MINprovide the all-to-all personalized communi-
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2Figure 2: Example of permutationrepresentedby means of input tags, on a Buttery of sizeN = 8.cation. The lower bound on the maximumcommunication delay is given by the followinglemma [12]:Lemma 1 The maximum communication de-lay of all-to-all personalized communication ina logN stage MIN of size N is at least 
(N +logN)Infact each message must pass through logNstages from the source processor to the destina-tion processor and each processor must receiveone message from all other N � 1 processors.In the following section we prove that: a)the set of admissible permutations, P , for aMIN can be partitioned in 2N2 logNN = N N2 �1sets, P l, l = 0; : : : ; N N2 �1 � 1, each consistingof N permutations; b) permutations belongingto a set P l form a Latin Square.Example 1 In the following tables two waysof partitioning admissible permutations for aButtery of size N = 4 are shown. Each rowof tables is a Latin Square; for each permuta-tion the binary matrix, representing the net-work con�guration producing it, is speci�ed.

Partition 10213 00 2031 01 1302 10 3120 1100 01 10 110231 00 2013 01 1320 10 3102 1101 00 11 100312 00 3021 01 1203 10 2130 1110 11 00 010321 00 3012 01 1230 10 2103 1111 10 01 00Partition 20213 00 2031 01 1320 10 3102 1100 01 11 100231 00 2013 01 1302 10 3120 1101 00 10 110312 00 3021 01 3120 10 2103 1110 11 01 000321 00 3012 01 1203 10 2130 1111 10 00 013 Canonical partition of ad-missible permutations inLatin SquaresIn this section we describe a method to ob-tain a canonical partition of set P of admis-sible permutations for a MIN in sets P l, l =0; : : : ; N N2 �1 � 1 and then we prove that thesets obtained are Latin Squares. (In the Ex-ample above Partition 1 is the canonical parti-tion).With this method we obtain the N binarymatrices providing the network con�gurationsthat produce the N permutations belonging toa set P l. To this end, we indicate with S the setof all possible binary matrices of size N2 �logN ,and with Sl the set of binary matrices thatproduce permutations belonging to the set P l.Note that any permutation corresponds to oneand only one network con�guration, then thereis a one-to-one mapping between elements of Pand elements of S and between sets P l and setsSl, then it is equivalent to refer to P l or Sl.



3.1 LS Construction MethodWhen the index l of the set Sl to be builtis �xed, even one of the binary matrices be-longing to Sl is implicitly �xed, and it is thematrix which sequence of rows r0; r1; : : : ; rN2 �1provide the binary representation of l. Sincea matrix in Sl has N2 rows and logN columns,and l = 0; : : : ; 2N2 logNN �1 = N N2 �1�1, then thematrix �xed in Sl has its �rst row consistingof 0s. Let it be M l;0.XOR phase: Let M l;x, x = 1; : : : ; N � 1,be the other matrices belonging to Sl andlet xlogN�1 : : : x1x0 be the binary representa-tion of x. The XOR phase consists of N � 1steps, each of which produces a matrix M l;x,x = 1; : : : ; N � 1.XOR step x: Row i of M l;x, rl;xi , is obtainedfrom row i of M l;0, rl;0i , asrl;xi = rl;0i XOR xlogN�1 : : : x1x0or, equivalently, entry ml;xi;j of matrix M l;xis obtained from entry ml;0i;j of matrixM l;0as ml;xi;j = ml;0i;j XOR xlogN�1�jThis XOR operation performed in the XORstep x implies that column j of matrix M l;0 isipped if bit xlogN�1�j of the binary represen-tation of x is 1. Note that, since the �rst rowof M l;0 consists of all 0s, the �rst row of M l;xprovide the binary representation of x. For thisreason and for the meaning of l in M l;0 we callthis partition canonical.Hence, by applying the XOR step sequen-tially for all possible value of x from 1 up toN � 1, to a given matrix M l;0, the XOR phaseis performed and all matrices belonging to theset Sl are generated.Example 2 Two elements of the partition ob-tained with the LS Construction Method in thecase N = 8. Both P l and Sl are shown in thefollowing tables.

P 18 and S1802465713 000 20647531 001000 001010 011010 01146021357 010 64203175 011010 011000 001000 00113574602 100 31756420 101100 101110 111110 11157130246 110 75312064 111110 111100 101100 101P 235 and S23506257134 000 60521743 001011 010101 100011 01052603471 010 25064317 011001 000111 110001 00017346025 100 71430652 101111 110001 000111 11043712560 110 34175206 111101 100011 010101 100Lemma 2 The LS Construction Method pro-vides a partition of P as P = fP ljl =0; : : : ; N N2 �1 � 1g, by partitioning the set Sof binary matrices of size N2 � logN as S =fSljl = 0; : : : ; N N2 �1 � 1gProof. Sets Sl, l = 0; : : : ; N N2 �1 � 1 are gen-erated sequentially starting from l = 0. Byde�nition, matrix M l;0, which row sequencer0r1 : : : rN2 �1 provides the binary representa-tion of l, belongs to Sl. The remaining N � 1



elements M l;x, x = 1; : : : ; N � 1, of Sl aregenerated ordinately starting from x = 1. Itis guaranteed that, by varing l from 0 up toN N2 �1 � 1 and x from 1 up to N � 1, all thepossible binary matrices of size N2 � logN aregenerated.It is obvious that if l1 6= l2, 0 � l1; l2 �N N2 �1 � 1, then M l1;0 6= M l2;0.To generate M l;x 2 Sl, x = 1; : : : ; N � 1,the logical operation XOR between all rows ofM l;0 and the binary representation of x is per-formed bitwise. It follows that if x1 6= x2 thenM l;x1 6= M l;x2 . Therefore elements belongingto Sl are all di�erent, that is elements in P lare all di�erent.Furthermore, basing on properties of binaryrepresentation and logical operation XOR wehave that M l1;x1 = M l2;x2 if and only if l1 = l2and x1 = x2. Then a matrix M l;x can belongonly to one set Sl. Hence, by applying thismethod a partition of S, and consenquently ofP , is obtained. Q.E.D.Lemma 3 Permutations belonging to set P l,obtained by means of network con�gurationsgiven by binary matrices in Sl, form a LatinSquare, for any l = 0; : : : ; N N2 �1 � 1.Proof. The set P l can be represented as amatrix Al of size N �N which columns arethe N permutations in P l. To prove Al is aLatin Square we have to prove that any rowand any column is a permutation.Columns correspond to permutations by def-inition.Row i of Al, i = 0; : : : ; N� 1, represents thesequence of input tags of information arrivedon output i for each of the N permutationsbelonging to P l; row i is a permutation if anyelement ai;h 2 f0; : : : ; N�1g, h = 1; : : : ; N , ap-pears only once. Due to the banyan propertyof logN stage MINs, an information reaches itsdestination by means of a unique path givenby the sequence of nodes crossed and theirstate (straight or cross). Since matrices M l;x,x = 0; : : : ; N � 1, belonging to the set Sl areall di�erent, then N di�erent paths arriving to

output i are de�ned, that is N di�erent start-ing inputs are used to reach output i. Thenany row is a permutation.Hence matrix Al is a Latin Square. Q.E.D.From Lemma 2 Lemma 3 the following the-orem immediately derives:Theorem 1 The LS Construction Methodgives a partition of the set P of admissible per-mutations for a MIN in Latin Squares.The following theorem provides a way to ob-tain a Latin Square starting from any of itselement.Theorem 2 Given any binary matrix of sizeN2 � logN , the set Sl to which belongs to canbe obtained by applying to it the XOR phaseof the LS Construction Method.Proof. The binary representation of index l isprovided by the XOR between the sequence ofr0r1 : : : rN2 �1 of rows of the given matrix andthe sequence r0r0 : : : r0, where r0 appears N2times, performed bitwise. Due to properties ofthe logical operation XOR, all elements of Slcan be generated by applying the XOR phaseto the given binary matrix. Q.E.D.4 Realizing all-to-all personal-ized communicationThe realization of the all-to-all personalizedcommunication on a MIN can be obtained byrealizing the N permutations belonging to anyof the sets P l of the partition. Then, it is notnecessary to realize a particular Latin Square,that is to compute and record the N permuta-tions belonging to P l.In view of Theorem 2 all binary matricesproducing permutations of a Latin Square canbe generated starting from any given matrixapplying to it the XOR phase of the LS Con-struction Method. Since a binary matrix repre-sents a network con�guration, Theorem 2 canbe used to derive an implementation methodfor the all-to-all personalized communication.



For the sake of homogeneity, we can gener-alize the XOR phase by performing the XORstep also for x = 0, since this operation leavesthe binary matrix (network con�guration) un-changed.To generate the N network con�gurationsthat realize the N permutations of a LatinSquare (and implementing the all-to-all per-sonalized communication), the self-routing ca-pability of MINs is not used, but switches areset according to the value obtained from theXOR betweeen a given initial network con�g-uration and the binary representation of num-bers 0; 1; : : : ; N � 1, performed sequentially.All-to-all personalized communicationnetwork procedure- The binary representations of numbers0; 1; : : : ; N � 1 are sequentially generated;- messages starting from every input of theMIN are equipped with the current binary rep-resentation;- when information passes through a node ofstage logN � 1� j the switch is set to straightor cross according to the value, 0 or 1 respec-tively, of the XOR between the binary valueassociated with the switch itself and the j-thbit of the binary representation associated withthe information;- when the information leaves the switch it isnecessary to recon�gure the switch to its initialvalue, because for each new binary representa-tion considered, the XOR between it and thevalue of the initial switch con�guration mustbe computed; then a further application of theXOR with the already used binary representa-tion is needed to recon�gure the switch to itsinitial value.The information ux pass through the stagesof the network in a synchronous way, thenwhen N messages leave a stage, other new Nmessages can enter the switches of this stage,that is the N permutations can be realized inpipeline fashion and the procedure proposedfor the all-to-all personalized communicationproblem takesO(N+logN) = O(N) time, thatis optimal.

Network Node Diameter Topol. Timemodel degree compl. compl.Hypercube logN logN O(N) O(N logN)one-portHypercube logN logN O(N) O(N)all-port2D 4 O(N 12 ) O(N2) O(N 32 )mesh/torus3D 6 O(N 13 ) O(N3) O(N 43 )mesh/torusMIN 4 logN O(N logN) O(N)Table 1: Comparison of di�erent network mod-els.In Table 1 (see also [12]) the time complexityfor all-to-all personalized communication, thenode degree, the diameter and the topologicalcomplexity (number of nodes) for di�erent net-work models are shown. From the Table onecan see that MINs and Hypercubes achieve theminimum time complexity, but MINs presentthe advantage to have a bounded node degreethat reects a better scalability of this networkmodel.5 ConclusionsIn this work an optimal procedure for the all-to-all personalized communication problem onlogN stage MINs has been proposed. TheseMINs are network models suitable for interpro-cessor communication (if a complete permuta-tion capability is not required), for the shortlatency time, due to their moderate depth, andfor their scalability.The LS Construction Method described inSection 3.1 provides a partition of admissiblepermutations for logN stage MINs in LatinSquares. Since a Latin Square representsa set of permutations which realization pro-vides the all-to-all personalized communica-tion, from this method we derive a simple net-work procedure. Starting from any networkcon�guration, it is possible to realize the Npermutations forming a Latin Square by set-ting the switches of the MIN by performing ina suitable way the logical XOR between the
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