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Distance vector algorithm 

Bellman-Ford equation (dynamic programming)

let
dx(y) := cost of least-cost path from x to y

then
dx(y) = min {c(x,v) + dv(y) }

v

cost to neighbor v

min taken over all neighbors v of x

cost from neighbor v to destination y
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Bellman-Ford example 
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clearly, dv(z) = 5, dx(z) = 3, dw(z) = 3

du(z) = min { c(u,v) + dv(z),
c(u,x) + dx(z),
c(u,w) + dw(z) }

= min {2 + 5,
1 + 3,
5 + 3}  = 4

node achieving minimum is next
hop in shortest path, used in forwarding table

B-F equation says:



v Cosa stiamo dicendo e perchè ci permette di 
ottenere un cammino minimo

v dx(y)h+1 = min  {dx(y)h,min {c(x,v) + dv(y) h } }
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Distance vector algorithm 

Bellman-Ford equation (dynamic programming)

let
dx(y) := cost of least-cost path from x to y

then
dx(y) = min {c(x,v) + dv(y) }

v

cost to neighbor v

min taken over all neighbors v of x

cost from neighbor v to destination y
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Distance vector algorithm 

v Dx(y) = estimate of least cost from x to y
§ x maintains  distance vector Dx = [Dx(y): y є N ]

v node x:
§ knows cost to each neighbor v: c(x,v)
§ maintains its neighbors� distance vectors. For 

each neighbor v, x maintains 
Dv = [Dv(y): y є N ]
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key idea:
v from time-to-time, each node sends its own 

distance vector estimate to neighbors
v when x receives new DV estimate from neighbor, 

it updates its own DV using B-F equation:

Dx(y) ← minv{c(x,v) + Dv(y)}  for each node y ∊ N

v under minor, natural conditions, the estimate Dx(y) 
converge to the actual least cost dx(y)

Distance vector algorithm 
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iterative, asynchronous:
each local iteration 
caused by: 

v local link cost change 
v DV update message from 

neighbor
distributed:
v each node notifies 

neighbors only when its 
DV changes
§ neighbors then notify their 

neighbors if necessary

wait for (change in local link 
cost or msg from neighbor)

recompute estimates

if DV to any dest has 
changed, notify neighbors 

each node:

Distance vector algorithm 
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Distance vector: link cost changes

link cost changes:
v node detects local link cost change 
v updates routing info, recalculates 

distance vector
v if DV changes, notify neighbors

�good
news 
travels
fast�

x z
14

50

y
1

t0 : y detects link-cost change, updates its DV, informs its 
neighbors.

t1 : z receives update from y, updates its table, computes new 
least cost to x , sends its neighbors its DV.

t2 : y receives z�s update, updates its distance table.  y�s least costs 
do not change, so y does not send a message to z. 



Network Layer 4-13

Distance vector: link cost changes

link cost changes:
v node detects local link cost change 
v bad news travels slow - �count to 

infinity� problem!
v 44 iterations before algorithm 

stabilizes: see text

x z
14

50

y
60

poisoned reverse:
v If Z routes through Y to get to X :

§ Z tells Y its (Z�s) distance to X is infinite (so Y won�t route 
to X via Z)

v will this completely solve count to infinity problem?
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Distributed Bellman Ford-Count to Infinity
(we will now use a slightly different notation-
lightweigh)

Distance Table data structure
each node has its own
v row for each possible destination
v column for each directly-attached 

neighbor to node
v example: in node X, for dest. Y via 

neighbor Z:

D (Y,Z)X
distance from X to
Y, via Z as next hop

c(X,Z) + min  {D  (Y,w)}
Z

w

=

=

Cost associated to the (X,Z) link

Info maintained at Z. Min must
be communicated
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Distance Vector: link cost changes

Link cost changes:
• good news travels fast 
• bad news travels slow - “count to 

infinity” problem!

X Z
14

50

Y
60

algorithm
continues

on!

Y detects link cost
Increase but think can
Reach X through Z at a 
total cost of 6 (wrong!!)

The path is Y-Z-Y-X
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Count-to-infinity – an everyday life example

Which is the problem here?
the info exchanged by the protocol!! �the best route to X I have  has the 
following cost…� (no additional info on the route)
A Roman example…
-assumption: there is only one route going from Colosseo to 
Altare della Patria: Via dei Fori Imperiali.  Let us now consider a network, whose 
nodes are Colosseo., Altare della Patria, Piazza del Popolo

Colosseo Altare Patria
Piazza del 
Popolo

1 Km 1 Km
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Colosseo Al.Patria P.Popolo

1Km 1Km

The Colosseo. and Alt. Patria nodes exchange the following info
• Colosseo says �the shortest route from me to P. Popolo is 2 Km�
• Alt. Patria says �the shortest path from me to P. Popolo is 1Km�
Based on this exchange from Colosseo you go to Al. Patria, and from there to 
Piazza del Popolo OK Now due to the big dig they close Via del Corso 
(Al. Patria—P.Popolo)
• Al. Patria thinks �I have to find another route from me to P.Popolo.
Look  there is a route from Colosseo to P.Popolo that 
takes 2Km, I can be at Colosseo in 1Km à I have found
a 3Km route from me to P.Popolo!!� Communicates the new cost to
Colosseo that updates �OK I can go to P.Popolo via Al. Patria in 4Km�
VERY WRONG!! Why is it so? I didn�t know that the route from 
Colosseo to P.Popolo was going through Via del Corso from Al.Patria 
to P.Popolo (which is closed)!! 

Count-to-infinity – everyday life example (2/2)
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Comparison of LS and DV algorithms

message complexity
v LS: with n nodes, E links, O(nE) 

msgs sent  
v DV: exchange between neighbors 

only
§ convergence time varies

speed of convergence
v LS: O(n2) algorithm requires 

O(nE) msgs
§ may have oscillations

v DV: convergence time varies
§ may be routing loops
§ count-to-infinity problem

robustness: what happens if 
router malfunctions?

LS:
§ node can advertise incorrect 

link cost
§ each node computes only its 

own table
DV:

§ DV node can advertise 
incorrect path cost

§ each node�s table used by 
others 

• error propagate thru 
network
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Hierarchical routing

scale: with 600 million 
destinations:

v can�t store all dest�s in 
routing tables!

v routing table exchange 
would swamp links!

administrative autonomy
v internet = network of 

networks
v each network admin may 

want to control routing in 
its own network

our routing study thus far - idealization 
v all routers identical
v network �flat�
… not true in practice
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v aggregate routers into 
regions, �autonomous 
systems� (AS)

v routers in same AS 
run same routing 
protocol
§ �intra-AS� routing

protocol
§ routers in different AS 

can run different intra-
AS routing protocol

gateway router:
v at �edge� of its own AS
v has  link to router in 

another AS

Hierarchical routing
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3b

1d

3a

1c
2aAS3

AS1
AS2

1a

2c
2b

1b

Intra-AS
Routing 
algorithm

Inter-AS
Routing 
algorithm

Forwarding
table

3c

Interconnected ASes

v forwarding table  
configured by both intra-
and inter-AS routing 
algorithm
§ intra-AS sets entries 

for internal dests
§ inter-AS & intra-AS 

sets entries for 
external dests 
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Inter-AS tasks
v suppose router in AS1 

receives datagram 
destined outside of AS1:
§ router should forward 

packet to gateway 
router, but which one?

AS1 must:
1. learn which dests are 

reachable through AS2, 
which through AS3

2. propagate this 
reachability info to all 
routers in AS1

job of inter-AS routing!

AS3

AS2

3b

3c
3a

AS1

1c
1a

1d
1b

2a
2c

2b
other
networks

other
networks
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Example: setting forwarding table in router 1d

v suppose AS1 learns (via inter-AS protocol) that subnet x
reachable via AS3 (gateway 1c), but not via AS2
§ inter-AS protocol propagates reachability info to all internal 

routers
v router 1d determines from intra-AS routing info that its 

interface I is on the least cost path to 1c
§ installs forwarding table entry (x,I)

AS3

AS2

3b

3c
3a

AS1

1c
1a

1d
1b

2a
2c

2b
other
networks

other
networks

x…
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Example: choosing among multiple ASes

v now suppose AS1 learns from inter-AS protocol that subnet 
x is reachable from AS3 and from AS2.

v to configure forwarding table, router 1d must determine 
which gateway it should forward packets towards for dest x 
§ this is also job of inter-AS routing protocol!

AS3

AS2

3b

3c
3a

AS1

1c
1a

1d
1b

2a
2c

2b
other
networks

other
networks

x ……
…

?
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learn from inter-AS 
protocol that subnet 

x is reachable via 
multiple gateways

use routing info
from intra-AS 

protocol to determine
costs of least-cost 

paths to each
of the gateways

hot potato routing:
choose the gateway

that has the 
smallest least cost

determine from
forwarding table the 
interface I that leads 

to least-cost gateway. 
Enter (x,I) in 

forwarding table

Example: choosing among multiple ASes

v now suppose AS1 learns from inter-AS protocol that subnet 
x is reachable from AS3 and from AS2.

v to configure forwarding table, router 1d must determine 
towards which gateway it should forward packets for dest x
§ this is also job of inter-AS routing protocol!

v hot potato routing: send packet towards closest of two 
routers.
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Intra-AS Routing

v also known as interior gateway protocols (IGP)
v most common intra-AS routing protocols:

§ RIP: Routing Information Protocol
§ OSPF: Open Shortest Path First
§ IGRP: Interior Gateway Routing Protocol 

(Cisco proprietary)
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RIP ( Routing Information Protocol)
v included in BSD-UNIX distribution in 1982
v distance vector algorithm

§ distance metric: # hops (max = 15 hops), each link has cost 1
§ DVs exchanged with neighbors every 30 sec in response message (aka 

advertisement)
§ each advertisement: list of up to 25 destination subnets (in IP addressing 

sense)

DC

BA
u v

w

x

y
z

subnet hops
u         1
v         2
w        2
x         3
y         3
z         2

from router A to destination subnets:
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RIP: example

destination subnet next  router      # hops to dest
w A 2
y B 2
z B 7
x -- 1
…. …. ....

routing table in router D

w x y
z

A

C

D B
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w x y
z

A

C

D B

destination subnet next  router      # hops to dest
w A 2
y B 2
z B 7
x -- 1
…. …. ....

routing table in router D

A 5

dest     next  hops
w - 1
x - 1
z C      4
…. …     ...

A-to-D advertisement
RIP: example 
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RIP: link failure, recovery
if no advertisement heard after 180 sec --> 

neighbor/link declared dead
§ routes via neighbor invalidated
§ new advertisements sent to neighbors
§ neighbors in turn send out new advertisements (if tables 

changed)
§ link failure info quickly (?) propagates to entire net
§ poison reverse used to prevent ping-pong loops (infinite 

distance = 16 hops)
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RIP table processing

v RIP routing tables managed by application-level
process called route-d (daemon)

v advertisements sent in UDP packets, periodically 
repeated

physical

link

network       forwarding
(IP)             table

transport
(UDP)

routed

physical

link

network
(IP)

transprt
(UDP)

routed

forwarding
table
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OSPF (Open Shortest Path First)
v �open�: publicly available
v uses link state algorithm 

§ LS packet dissemination
§ topology map at each node
§ route computation using Dijkstra�s algorithm

v OSPF advertisement carries one entry per neighbor 
v advertisements flooded to entire AS

§ carried in OSPF messages directly over IP (rather than 
TCP or UDP

v IS-IS routing protocol: nearly identical to OSPF
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OSPF �advanced� features (not in RIP)

v security: all OSPF messages authenticated (to prevent 
malicious intrusion) 

v multiple same-cost paths allowed (only one path in 
RIP)

v for each link, multiple cost metrics for different TOS
(e.g., satellite link cost set �low� for best effort ToS; 
high for real time ToS)

v integrated uni- and multicast support: 
§ Multicast OSPF (MOSPF) uses same topology data 

base as OSPF
v hierarchical OSPF in large domains.
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Hierarchical OSPF
boundary router

backbone router

area 1

area 2

area 3

backbone
area
border
routers

internal
routers
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v two-level hierarchy: local area, backbone.
§ link-state advertisements only in area 
§ each nodes has detailed area topology; only know 

direction (shortest path) to nets in other areas.
v area border routers: �summarize� distances  to nets in 

own area, advertise to other Area Border routers.
v backbone routers: run OSPF routing limited to 

backbone.
v boundary routers: connect to other AS�s.

Hierarchical OSPF
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Unicast ad N vie

v Inefficiente
§ Un singolo collegamento attraversato da N copie del 

messaggio se il nodo origine è connesso al resto della 
rete tramite un unico collegamento

v Indirizzi di tutte le destinazioni devono essere noti 
al mittente
§ altri meccanismi protocollari sono richiesti

v Broadcast può essere usato per inoltrare 
informazioni di topologia in una situazione in cui le 
rotte non sono ancora note
§ es. OSPF
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R1

R2

R3 R4

source
duplication

R1

R2

R3 R4

in-network
duplication

duplicate
creation/transmissionduplicate

duplicate

Broadcast Routing
v deliver packets from source to all other nodes
v source duplication is inefficient:

r source duplication: how does source determine 
recipient addresses?
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In-network duplication

v flooding: when node receives broadcast packet, 
sends copy to all neighbors
§ problems: cycles & broadcast storm

v controlled flooding: node only broadcasts pkt if it 
hasn�t broadcast same packet before
§ node keeps track of packet ids already broadacsted
§ or reverse path forwarding (RPF): only forward packet 

if it arrived on shortest path between node and source

v spanning tree:
§ no redundant packets received by any node



Network Layer 4-42

In-network duplication
v flooding: when node receives brdcst pckt, sends 

copy to all neighbors EXCEPT the one from 
which the pckt was received
§ Problems: cycles & broadcast storm

1

2

3
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In-network duplication

v flooding: when node receives brdcst pckt, sends 
copy to all neighbors
§ Problems: cycles & broadcast storm

1

2

3
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In-network duplication

v flooding: when node receives brdcst pckt, sends 
copy to all neighbors
§ Problems: cycles & broadcast storm

E ricominciamo come nella prima situazione
Bisogna saper distinguere tra quando
mandiamo un nuovo messaggio e quando
stiamo ritrasmettendo qualcosa che 
abbiamo già visto
à Sequence numbers!
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Broacast storm



Network Layer 4-46

Broacast storm
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Broacast storm Il numero di pacchetti in rete
cresce significativamente!!
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Controlled flooding
v Il nodo origine pone il proprio indirizzo ed il numero di 

sequenza nei pacchetti che invia in broadcast
v Ciascun nodo mantiene una lista di ID origine, SEQN per i 

broadcast ricevuti, trasmesso o inoltrato
v Se riceve un pacchetto broadcast per prima cosa verifica se 

<ID, SEQN> compare nella lista dei pacchetti già gestiti
§ Se si scarta
§ Altrimenti riinvia su tutte le interfacce tranne quella da cui ha ricevuto
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In-network duplication

v flooding: when node receives broadcast packet, 
sends copy to all neighbors
§ problems: cycles & broadcast storm

v controlled flooding: node only broadcasts pkt if it 
hasn�t broadcast same packet before
§ node keeps track of packet ids already broadacsted
§ or reverse path forwarding (RPF): only forward packet 

if it arrived on shortest path between node and source

v spanning tree:
§ no redundant packets received by any node
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Controlled flooding, altre opzioni

v Reverse path forwarding (RPF): only forward pckt 
(on all links but the one from which the packet 
was received)  if it arrived on shortest path 
between node and source
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A

B

G

D
E

c

F

A

B

G

D
E

c

F

(a) Broadcast initiated at A (b) Broadcast initiated at D

Spanning Tree

v First construct a spanning tree
v Nodes forward copies only along spanning tree



Minimum spanning tree- Prim’s 
Algorithm
v Prim's algorithm:
let T be a single vertex x
while (T has fewer than n vertices)  {

Find the smallest edge connecting T to G-T
Add it to T

}
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Minimum spanning tree--Kruskal 
algorithm
v Kruskal's algorithm:

Sort the edges of G in increasing order
of weight
Keep a subgraph S of G, initially empty
For each edge e in sorted order

If the endpoints of e are 
disconnected in S then add e to S

Return S
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A

B

G

D
E

c

F

A

B

G

D
E

c

F

(a) broadcast initiated at A (b) broadcast initiated at D

Spanning tree

v first construct a spanning tree
v nodes then forward/make copies only along 

spanning tree
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A

B

G

D
E

c

F
1

2

3

4

5

(a) stepwise construction of 
spanning tree (center: E)

A

B

G

D
E

c

F

(b) constructed spanning 
tree

Spanning tree: creation
v center node
v each node sends unicast join message to center 

node
§ message forwarded until it arrives at a node already 

belonging to spanning tree


