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Collection
• In a WSN the sensed data are collected by a small number of base 

stations, called sinks. 

• Nodes don’t need routes towards all the other network nodes. 

• Just to one sink (anycast communication). 

• The routing protocols designed for this problem are called Collection 
protocols.
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The Collection Tree Protocol (CTP)
• The Collection Tree Protocol is widely considered as the main 

routing protocol for data collection. 

• It builds and maintains one or more routing trees, each one rooted in 
a sink. 

• Every node “belongs” to a routing tree and select one of its 
neighbors as its parent. 

• Parents handle packets received from children nodes and further 
forward them towards the sink.
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CTP (2)
• CTP is a distance vector protocol 

• The metric is the Expected number of Transmissions to reach the 
sink (ETX) 

• The ETX of a node depends on: 

• distance in hops from the sink 

• Quality of the communication links
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CTP: architecture
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CTP: packet frames
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Fig. 8. The CTP forwarding path.

Fig. 9. The CTP data frame format.

advertisement, it becomes less likely that the node will discover a new and better path
to the root. This decrease in marginal gain in path discovery from each additional
beacon suggests that it is not necessary for all the nodes in the network to transmit
beacons while still finding the best paths in the network.

CTP uses the packet beacon suppression technique, adapted from the Trickle algo-
rithm, to limit the control overhead. Each node keeps a counter of beacons received
after the last beacon transmission. If less than k routing beacons were received dur-
ing the current interval, the node transmits a beacon. Otherwise, the node does not
transmit a beacon because there were already more than k beacon transmissions in
the neighborhood during the current beaconing interval and the best paths are likely
already discovered. In both cases, the node resets the packet counter and makes the
described beacon transmission decision after each period. The main challenge in bea-
con suppression is finding the value of the constant k. In Section 7.3.11, we present
experiments that explore how the choice of k impacts CTP’s performance.

6. FORWARDING
This section describes CTP’s data plane. Unlike the control plane, which is a set of
consistency algorithms, the concerns of the data plane are much more systems and
implementation oriented. In the previous section, we described the important role that
the data plane plays in detecting inconsistencies in the topology and resetting the
beacon interval to fix them. In this section, we describe four mechanisms in the data
plane that deal with efficiency, robustness, and reliability: per-client queueing, a hybrid
send queue, a transmit timer, and a packet summary cache. Figure 8 shows the CTP
data path and how these four mechanisms interact.

Figure 9 shows a CTP data frame, which has an eight-byte header. The data frame
shares two fields with the routing frame, the control field and the route ETX field. The
8-bit time has lived, or THL field, is the opposite of a TTL: it starts at zero at an end
point and each hop increments it by one. A one-byte application dispatch identifier
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Fig. 7. The CTP routing frame format.

later in this section. The C bit is reserved for potential future use in congestion control.
Following these control bits are the fields describing the node’s current parent and
routing cost. A subset of the link estimation table entries follow these routing fields, as
shown in Figure 7(c).

Changing routes too quickly can harm efficiency, as generating accurate link esti-
mates requires time. To dampen the topology change rate, CTP employs hysteresis in
path selection: it only switches routes if it believes the other route is significantly better
than its current one, where “significantly” better is having an ETX at least 1.5 lower.

While hysteresis has the danger of allowing CTP to use suboptimal routes, noise in
link estimates causes better routes to dominate a node’s next hop selection. We use
a simple example to illustrate how estimation noise causes the topology to gravitate
towards and prefer more efficient routes despite hysteresis. Let a node A have two
options, B and C, for its next hop, with identical costs of 3. The link to B has a reception
ratio of 0.5 (ETX of 2.0), while the link to C has a reception ratio of 0.6 (ETX of 1.6).

If A chooses B as its next hop, its cost will be 5. The hysteresis just described will
prevent A from ever choosing C, as the resulting cost, 4.6, is not ≤ 3.5. However, the ETX
values for the links to B and C are not static: they are discrete samplings of a random
process. Correspondingly, even if the reception ratio on those links is completely stable,
their link estimates will not be.

Assume, for simplicity’s sake, that they follow a Gaussian distribution; the same
logic holds for other distributions as long as their bounds are not smaller than the
hysteresis threshold. Let EX be a sample from distribution X. As the average of the
AB distribution is 2.0, but the average of the AC distribution is 1.6, the probability
that EAB − EAC > 1.5 is much higher than the probability that EAC − EAB > 1.5. That
is, the probability that AC will be at least 1.5 lower than AB is much higher than the
probability that AB will be at least 1.5 lower than AC. Due to random sampling, at
some point, AC will pass the hysteresis test and A will start using C as its next hop.
Once it switches, it will take much longer for AB to pass the hysteresis test. While A
will use B some of the time, C will dominate as the next hop.

5.3. Control Traffic Timing
When CTP’s topology is stable, it relies on data packets to maintain, probe, and improve
link estimates and routing state. Beacons, however, form a critical part of routing
topology maintenance. First, since beacons are broadcasts, they are the basic neighbor
discovery mechanism and provide the bootstrapping mechanism for neighbor tables.
Second, there are times when nodes must advertise information, such as route cost
changes, to all of their neighbors.

Because CTP separates link estimation from its control beacons, its estimator does
not require or assume a fixed beaconing rate. This allows CTP to adjust its beaconing
rate based on the expected importance of the beacon information to its neighbors.
Minimizing broadcasts has the additional benefit that they are typically much more
expensive to send with low-power link layers than unicast packets. When the routing
topology is working well and the routing cost estimates are accurate, CTP can slow
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CTP: Parent selection
• Every node needs to assess the quality of the communication links 

with its neighbors (ETX1-hop). 

• Outgoing link: percentage of acknowledged data packets 

• Ingoing link: percentage of beacon received by the neighbor. 

• The ETX via a given neighbor is the sum of ETX1-hop and of the ETX 
announced by the neighbor with its beacons. 

• The neighbor with the minimum sum is chosen to be the parent.
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CTP: Datapath validation
• Datapath validation is how CTP tries to fix routing inconsistencies. 

• The next hop should be closer to the sink. 

• The ETX should decrease. 

• Because of stale routing information, it can happen that a node 
sends a packet to a neighbor with a higher ETX.
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CTP: Datapath validation (2)
• Every data packet contains the transmitter’s ETX. 

• When a node receives a packet, it compares the transmitter’s ETX with 
its own. 

• If it is not greater than the receiver’s ETX: 

• the receiver forwards the packet (to check if there are other 
inconsistencies) 

• the receiver increase the beacon transmission rate (trying to send 
updated information to neighbors with stale routes).
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CTP: adaptive beaconing

• It is how CTP manage the beacon transmission interval. 

• When the topology is stable sending beacon at a high rate is a 
waste of energy. 

• We can increase the interval. 
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CTP: adaptive beaconing (2)

It extends the Trickle Algorithm: 

• Start with a small interval: tmin. 

• Double the interval up to tmax. 

• Reset to tmin when inconsistency is detected. 
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ALBA-R: a cross-layer integrated 
protocol stack for medium-large 
scale Wireless Sensor Networks 
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Geographic routing
• Idea: Forward the packet to a node that is geographically closer to the sink. 

• Pros: 

• Virtually stateless (needs only knowledge of source’s and destination’s 
locations) 

• Cons: 

• Requires position estimation 

• Dead ends.
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Geographic routing: dead ends
• In this example, a route to the sink is 

available, but the packets get stuck 
at the current relay. 

• There are no nodes in the positive 
advancement area 

• The next hop is not the 
geographically closest. 

• We need to “push back” the packet.
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ALBA-R
• ALBA: Adaptive Load-Balancing Algorithm 

• Cross-layer protocol 

• MAC (the nodes follows a fixed duty-cycle) 

• Geographic routing 

• Load balancing the traffic among nodes 

• Scheme to deal with dead ends (Rainbow)
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ALBA
• Nodes forward packets in bursts (up to MB packets) 

• The length of the burst is variable 

• The forwarder is elected considering: 

• The ability to handle correctly forwarded packets (Queue Priority 
Index, QPI) 

• Geographic proximity to the sink (Geographic Priority Index, GPI)
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ALBA (2)

18

( )! " 1/ −+= MNQQPI B

Requested length of the burst

Average length of a burst
the relay expects 

to transmit correctly

QPI = Queue
Priority
Index

GPI = Geographic Priority Index
Queue level



ALBA (3)

• The metric used for the choice of the relay ensures load balancing 
because it chooses relay with: 

• Low queue, especially if NB is high 

• Good forwarding history (through M)
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ALBA: relay selection
• Phase 1: Selection of the best QPI 

• Attempt 1 search for QPI=0, Attempt 2 for QPI=0,1 and so on 

• Awaking nodes can participate in this phase 

• Phase 2: Selection of the best GPI 

• Tie-breaking if more than one node have the same QPI 

• Awaking nodes cannot participate (to speed up completion)
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ALBA: example
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QPI = Queue
Priority
Index

GPI = Geographic Priority Index

1)  Node A is nearer to the sink (GPI=1) but has a low QPI (M=2); node B, 
is farther but is more reliable (M); B has a better QPI than A 

2) If Node B is asleep when the RTS is sent, node A is elected as forwarder



ALBA-R: Rainbow

• A node coloring algorithm for routing out of dead ends and around 
connectivity holes. 

• Idea: allow the nodes to forward packets away from the sink
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ALBA-R: Rainbow (2)
• In order to remember whether to 

seek for relays in the direction of the 
sink (positive advancement area F) 
or in the opposite direction 
(negative advancement area FC) 
each node is labeled with a color 
(from a given list). 

• Each node seeks for relays among 
nodes with its own color or with the 
preceding color (in the list)
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6LoWPAN
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6LowPAN
• IPv6 over Low power WPAN (6LoWPAN) is an adaptation layer that 

allows to route Internet traffic over WSNs. 

• Why do we need an adaptation layer? 

• IEEE 802.15.4 is the typical protocol stack for Physical Layer and 
Data Link Layer for WSNs. 

• Its payload is limited to 127 bytes. 

• IPv6 minimum packet size is 1280 bytes!

25



6LoWPAN: how does it work?

It uses two strategies: 

• Header compression: redundant information in IPv6 header is 
removed. 

• Fragmentation: split the packets into multiple smaller sub-packets.
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6LoWPAN: Fragmentation Header
• When an IPv6 packet is split into multiple chunks, 6LoWPAN adds a 

Fragmentation Header to allow its reconstruction. 

• It has the following fields: 

• Datagram size: dimension of the entire IP packet before fragmentation 

• Datagram Tag: identifies univocally the original fragmented IP packet. 

• Datagram Offset: specifies of the offset of the fragment from the 
beginning of the packet.
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6LoWPAN: Header compression
• 6LoWPAN tries to remove from the IPv6 packet header all the fields that can 

be derived from other headers (added by other protocol stack layers). 

• For example: 

• interface addresses are formed with an Interface Identificator derived 
directly from the MAC address. 

• The first 64 bit of both source address and destination can be removed if 
they are carry a link-local prefix. 

• The payload length can be inferred from the MAC layer or from the 
Datagram Size field in the fragmentation header.
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