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Sequential vs. concurrent 

¡   Tag identification has originally been addressed as an anti-
collision (or arbitration) problem.  

¡ Aloha-based and tree-based protocols aim at avoiding 
collisions in order to sequentially read tags. 

¡ A recent trend is to use a different approach to tag 
identification: exploiting collisions instead of avoiding them 
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Tag collisions 
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Interference cancellation-based 
RFID Tags Identification 
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Interference cancellation 

¡ Performance evaluation of sequential protocols 
shows that almost 50% of the identification time is 
wasted in collisions.  

¡ Proposal: to use interference cancellation (IC) to 
utilize the signal of collisions to improve the tag 
identification rate. 

¡ Interference cancellation in this work is based on 
difference of signals from different transmissions. 
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Interference cancellation: 
example 
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Interference cancellation 

¡ When a tag transmits its ID, each antenna receives a signal 
dependent on particular amplitude and phase, which are 
related to several factors such as the reader transmission power, 
the relative location and orientation of the tag to the reader, 
the transmission noise level.  

¡ We represent signal’s amplitude and phase as a unique 
attenuation coefficient (or channel coefficient) that we assume 
to be constant across successive transmissions between a given 
couple tag reader.  
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Interference cancellation 
¡ When the difference of the signals of {T1, T2} and {T1}, 

referred to as residual signal, is demodulated, it may lead 
to tag T2 being recognized.  

¡ The power of this residual signal is S12 − S1.  

¡ Its noise component is 2N since subtracting signals does 
not cancel noise; instead, noise components are added.  

¡ As a result, the SNR of the residual signal is (S12−S1)−2N.  

¡ An important consequence of the increasing of noise is 
that the SNR of successively inferred packets using 
interference cancellation decreases. Since the SNR of 
the residual signal must be greater than or equal to the 
threshold, this limits the extent of the possible interference 
cancellation. Internet of Things A.A. 17-18 9 



Query tree 
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Query tree with 
interference cancellation 
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Performance evaluation 

Internet of Things A.A. 17-18 12 

 0

 0.2

 0.4

 0.6

 0.8

 1

 200  400  600  800  1000

R
a

te

Number of Tags

TSA β=0.03
ICTSA β=0.03

OICTSA β=0.03
TSA β=1

ICTSA β=1
OICTSA β=1

(a) TSA and ICTSA

 0

 0.2

 0.4

 0.6

 0.8

 1

 200  400  600  800  1000

R
a

te

Number of Tags

QT β=0.13
ICQT β=0.13

OICQT β=0.13
QT β=1

ICQT β=1
OICQT β=1

(b) QT and ICQT

Figure 4: Rate.
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Figure 5: Inferred fraction and overhead.

Clearly, the overhead as defined here metric does not affect
OICTSA and OICQT.
All results presented in this section have been obtained through
simulations by averaging over 100 different runs.
For the TSA protocol and its interference cancellation based
counterparts we suppose to know the number of tags to be
identified. Tag cardinality estimation methods [10, 11] allow
an accurate measure of the number of tags to recognize in a
fraction of the time required to identify them. This allows
us to set an initial optimal frame size.
Figure 4(a) shows that the tag identification rate increases
from {0.43, 0.81} to {0.49, 0.89} to {0.50, 0.91} for TSA to
ICTSA and OICTSA. Hence interference cancellation can
bring rate gains of up to {16%, 12%}. Note that the identi-
fication rates for β = 0.03 case are higher than that for the
β = 1 case because the optimal frame size is much larger for
β = 0.03 (Section 3) and the cost of idle slots is negligible.
Figure 4(b) shows the identification rate for QT and its
variants. Interference cancellation improves the identifica-
tion rate from {0.38, 0.44} to {0.46, 0.56} to {0.46, 0.56} for
QT to ICQT to OICQT. Though the number of idle and
non-idle slots in a query tree is independent of β, a smaller
β leads to a reduced identification delay and as a conse-
quence, a higher identification rate. Again, the maximum
gain achieved by interference cancellation in terms of iden-
tification rate is bounded by {23%, 28%}.
Figure 5(a) shows the inferred fraction and overhead for
when interference cancellation is applied to TSA. {23%, 9%}
of the tags are inferred by ICTSA while OICTSA infers
{27%, 10%} of the tags. Again, β = 1 leads to more in-
terference cancellation primarily due to the optimal frame
size being smaller. This is because when β = 0.03, it is
fairly inexpensive to increase the size of a frame and pay
the minuscule penalty of excessive idle slots. As a conse-
quence, this leads to an attrition of scope for interference
cancellation. The overhead of ICTSA is only {0.34, 0.12}
interference cancellations per tag.
Figure 5(b) shows the inferred fraction and overhead for

QT based schemes. Since QT schemes do not employ the
concept of a frame, the inferred fraction and overhead are
independent of β. ICQT and OICQT lead to nearly 50%
of the tags to be identified due to interference cancellation
and the overhead for ICQT is limited to 1.22 interference
cancellations per tag.
First, note that ICTSA inferred fraction is less than that
for ICQT. This is because only one interference cancellation
can be successful per frame for ICTSA while one interfer-
ence cancellation per internal node in the query tree can
be successful for ICQT. Second, the overhead of ICTSA is
less than that for ICQT because the number of interference
cancellation attempts per frame is nearly the same as the
number of non-idle slots in the frame. But the number of
non-idle slots is less than the number of tags that trans-
mit in the frame. On the other hand, each internal node
in query tree for ICQT results in a collision and presents a
candidate for interference cancellation. Hence the overhead
of interference cancellation is higher than that for ICTSA.

5. ENHANCED ICQT
In this section we show how for some protocols, such as
ICQT, we can use the outcome of interference cancellation to
skip some colliding and idle queries, thus further improving
the tag identification rate. We term the resulting protocol
E-ICQT.
Let us consider a query “x” that causes a collision (see Fig-
ure 6). According to ICQT “x” is followed by a query “x0”
performed by a subset of the tags that generated the colli-
sion in the query “x”. After this second query, the reader
attempts to apply interference cancellation. If the appli-
cation is successful, it leads to the identification of a tag
without querying it. If interference cancellation is not suc-
cessful, it is because of one of the following two cases. The
first case happens when the set of tags responding to “x0” is
the same that responded to “x”. In this case the new query
“x1” would be idle, and therefore can be skipped. If the set
of tags responding to“x0” is smaller than the set of tags that
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Fully concurrent solutions 

¡ TIANC 

¡ BUZZ 
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TIANC: Tag Identification through 
Analog Network Coding  
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Multi reader 
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Multi reader in TIANC 
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Concurrent transmissions 
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r1 = α1 s1 + α2 s2 + … + αk sk 

r2 = β1 s1 + β2 s2 + … + βk sk 

     ⁞  
rr  = γ1 s1 +  γ2 s2 + … + γk sk 

Analog Network Coding (ANC) 

{
s1  s2  … sk 

k ≤ r  



How can we create 
collisions of at least r tags 

and apply ANC to 
decode their IDs? 
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TIANC protocol 

¡  TIANC follows a Tree Slotted Aloha (TSA) scheme: for each 
colliding slot in a frame a new child frame is allocated. Only the 
tags that collided in the parent slot participate in the same 
child frame.  

¡  Each frame is divided into two sub-frames, called training and 
identification sub-frames.  

¡  Tags are required to transmit in both sub-frames.  

¡  The training sub-frame has the double objective of  
¡  allowing the reader to estimate channel coefficients  
¡  grouping tags into colliding sets of an intended cardinality.  

¡  The identification sub-frame has the goal of identifying tags by 
using the estimated coefficients together with ANC.  
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TIANC: training 

¡ Assumption: We know the number of tags to be identified so as to 
set an initial optimal size of the training sub-frame  

¡ At the beginning of each frame, the reader sends a header 
specifying the values u, l, c, where  
¡  u is the number of slots in the training sub-frame,  

¡  l and c are respectively the level of the tree and the index of the 
collision training slot of the parent frame (if available) to which the 
frame refers.  

¡  The number of antennas a is communicated once for all at protocol 
setup.  

¡  The size of the identification sub-frame is not specified by the reader in 
the header because it is calculated during the execution of the 
training sub-frame.  
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TIANC: training 
¡  The header is followed by the training sub-frame, in which tags send a ”1” 

bit message in a randomly selected slot (in the interval [1, u]).  

¡  Knowing the content of the message sent by tags, the reader can estimate 
tag attenuation coefficients and store them in a table together with the 
corresponding slot indexes.  

¡  At the end of each slot in the training sub-frame the reader sends a 
notification regarding the slot outcome: a positive acknowledgement 
(ack) follows any singleton or colliding transmission slot, while a negative 
acknowledgment (nack) notifies an empty slot.  

¡  Tags use notifications to find out their slot in the following identification sub-
frame. The idea is to map a consecutive transmission slots of the training 
sub-frame (discarding empty slots) in the same slot of the identification sub-
frame.  

¡  A tag transmitting in the i-th slot of the training subframe will transmit in the 
j-th slot of the identification subframe, that is calculated as j = (i − sidle)/a, 
where sidle is the number of idle slots preceding slot i.  
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Example with 2 antennas 
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and compare it with related protocols, showing that TIANC
can identify tags very fast - identification of 500 tags takes
between 1.82 and 1.13 seconds depending on the number of
antennas, outperforming previously proposed solutions.

II. THE TIANC PROTOCOL

We consider a RFID system with multiple antennas com-
pletely overlapping their interrogation zones. Only a single
antenna queries the tags, while all the antennas receive the
tags transmissions. In this scenario, when a tag transmits its
ID, each antenna receives a signal dependent on particular
amplitude and phase, which are related to several factors such
as the reader transmission power, the relative location and
orientation of the tag to the reader, the transmission noise-
level, etc. [10]. We represent signal’s amplitude and phase as
a unique attenuation coefficient that we assume to be constant
across successive transmissions between a given couple tag-
reader.

For every tag transmission, each antenna receives a different
signal dependent on a different attenuation coefficient. If only
one tag transmits, the antennas can independently demodulate
the signal and read the transmitted data. In case multiple tags
transmit, each antenna receives a complex signal that is the
sum of the signals related to the set of transmitting tags. Hence,
if there are a antennas and k transmitting tags, the central
reader will receive a different signals related to the same set of
tags. We can formalize this situation with the equation system
below: 8

>><

>>:

a1 = b1,1 · s1 + b1,2 · s2 + ...+ b1,k · sk
...

aa = ba,1 · s1 + ba,2 · s2 + ...+ ba,k · sk

(1)

where ai, 1  i  a, is the collided signal received by the
i-th antenna; sj , 1  j  k, is the signal transmitted by
the j-th tag; bi,j is the attenuation coefficient between the i-
th antenna and the j-th tag. If the number of concurrently
transmitting tags is less than or equal to the number of
antennas and the attenuation coefficients are known, then we
can apply ANC and solve the system in (1), meaning that
the signals s1, s2, · · · , sk can be demodulated to find the
corresponding tag IDs t1, t2, · · · , tk. We now describe how to
create collisions of at least a tags and apply ANC to decode
their IDs.

TIANC follows a Tree Slotted Aloha (TSA) scheme [3]: for
each colliding slot in a frame a new child frame is allocated.
Only the tags that collided in the parent slot participate in
the same child frame. In TIANC, each frame is divided into
two subframes, called training and identification subframes.
Tags are required to transmit in both subframes. The training
subframe has the double objective of allowing the reader to
estimate channel coefficients — the importance of estimating
channel coefficients is discussed in [7] — and grouping tags
into colliding sets of an intended cardinality. The identifica-
tion subframe has the goal of identifying tags by using the
estimated coefficients together with ANC.

We suppose to know the number of tags to be identified
so as to set an initial optimal size of the training subframe

Fig. 1. Example of protocol execution in case of a = 2 antennas.

(several tag cardinality estimation methods allow an accurate
measure of the number of tags to recognize in a fraction of the
time required to identify them [3][8][11]). At the beginning of
each frame, the reader sends a header specifying the values
u, l, c, where u is the number of slots in the training subframe,
l and c are respectively the level of the tree and the index of
the collision training slot of the parent frame (if available)
to which the frame refers. The number of antennas a is
communicated once for all at protocol setup. The size of the
identification subframe is not specified by the reader in the
header because it is calculated during the execution of the
training subframe.

The header is followed by the training subframe, in which
tags send a ”1” bit message in a randomly selected slot (in
the interval [1, u]). Knowing the content of the message sent
by tags, the reader can estimate tag attenuation coefficients
and store them in a table together with the corresponding slot
indexes. For the sake of simplicity we assume that the trans-
mission of a single bit is sufficient for channel estimation. This
assumption is reasonable in case of short distance between
reader and tags and high SNR. Future work will investigate
the number of bits required for channel estimation by varying
SNR. As the slot selection is random, multiple tags may select
the same slot, preventing the reader from correctly estimating
the coefficients. Channel estimation errors may also occur.
Indeed, there are no mechanisms in place to let the reader
detect a collision or an estimation error in this phase; it will
handle the problem at a later time when the tags will transmit
again in the identification subframe. At the end of each
slot in the training subframe the reader sends a notification
regarding the slot outcome: a positive acknowledgement (ack)
follows any singleton or colliding transmission slot, while
a negative acknowledgment (nack) notifies an empty slot.
Tags use notifications to find out their slot in the following
identification subframe. The idea is to map a consecutive
transmission slots of the training subframe (discarding empty
slots) in the same slot of the identification subframe. Thus, a
tag transmitting in the i-th slot of the training subframe will
transmit in the j-th slot of the identification subframe, that is
calculated as j = (i� sidle)/a, where sidle is the number of
idle slots preceding slot i. Tags perform this computation by
means of two counters. The first counter, initialized to zero,
computes the index of the identification slot: it increases by
one at each ack and applies the ”modulo a” operation (nack are

7 tags 
Training frame of 8 slots 
2 antennas 



TIANC: identification 

¡  The identification sub-frame contains only colliding slots, which 
can be of two types: resolvable and unresolvable (or partially 
resolvable).  

¡  Resolvable slots are characterized by the transmission of exactly 
a tags. Thus, each antenna receives a signal that is a 
combination of the a incoming tag signals. The reader can group 
these signals in a system of equations and solve it to obtain the 
tag IDs.  

¡  Unresolvable slots feature collisions of more than a tags. In this 
case, the reader cannot correctly estimate all the attenuation 
coefficients; it can only partially solve the system and recover a 
number of tag IDs equal to the number of singleton training slots 
that are mapped to a single identification slot.  
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TIANC: identification 
¡  The number of unresolvable equations gives a lower bound to the 

number of colliding tags. At least two tags have collided in each 
unresolvable equation. 

¡ A singleton slot may correspond to an unresolvable equation due 
to a channel estimation error. In this case, the reader cannot 
correctly decode the tag ID; it interprets the transmission as a 
collision.  

¡ At the end of the frame, the reader issues a new child frame for 
each unresolvable equation, communicating to the tags the 
index (c field in the header) of the training slot in the previous 
level to which the new frame refers (c = 1 in the example shown 
in Fig. 1). Only the tags that have transmitted in the c-th training 
slot participate into the new frame, while tags that have 
transmitted in other training slots and then have been mapped 
(translated) to resolvable equations of the same identification slot 
remain silent (being implicitly muted).  
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Example with 2 antennas 
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and compare it with related protocols, showing that TIANC
can identify tags very fast - identification of 500 tags takes
between 1.82 and 1.13 seconds depending on the number of
antennas, outperforming previously proposed solutions.

II. THE TIANC PROTOCOL

We consider a RFID system with multiple antennas com-
pletely overlapping their interrogation zones. Only a single
antenna queries the tags, while all the antennas receive the
tags transmissions. In this scenario, when a tag transmits its
ID, each antenna receives a signal dependent on particular
amplitude and phase, which are related to several factors such
as the reader transmission power, the relative location and
orientation of the tag to the reader, the transmission noise-
level, etc. [10]. We represent signal’s amplitude and phase as
a unique attenuation coefficient that we assume to be constant
across successive transmissions between a given couple tag-
reader.

For every tag transmission, each antenna receives a different
signal dependent on a different attenuation coefficient. If only
one tag transmits, the antennas can independently demodulate
the signal and read the transmitted data. In case multiple tags
transmit, each antenna receives a complex signal that is the
sum of the signals related to the set of transmitting tags. Hence,
if there are a antennas and k transmitting tags, the central
reader will receive a different signals related to the same set of
tags. We can formalize this situation with the equation system
below: 8

>><

>>:

a1 = b1,1 · s1 + b1,2 · s2 + ...+ b1,k · sk
...

aa = ba,1 · s1 + ba,2 · s2 + ...+ ba,k · sk

(1)

where ai, 1  i  a, is the collided signal received by the
i-th antenna; sj , 1  j  k, is the signal transmitted by
the j-th tag; bi,j is the attenuation coefficient between the i-
th antenna and the j-th tag. If the number of concurrently
transmitting tags is less than or equal to the number of
antennas and the attenuation coefficients are known, then we
can apply ANC and solve the system in (1), meaning that
the signals s1, s2, · · · , sk can be demodulated to find the
corresponding tag IDs t1, t2, · · · , tk. We now describe how to
create collisions of at least a tags and apply ANC to decode
their IDs.

TIANC follows a Tree Slotted Aloha (TSA) scheme [3]: for
each colliding slot in a frame a new child frame is allocated.
Only the tags that collided in the parent slot participate in
the same child frame. In TIANC, each frame is divided into
two subframes, called training and identification subframes.
Tags are required to transmit in both subframes. The training
subframe has the double objective of allowing the reader to
estimate channel coefficients — the importance of estimating
channel coefficients is discussed in [7] — and grouping tags
into colliding sets of an intended cardinality. The identifica-
tion subframe has the goal of identifying tags by using the
estimated coefficients together with ANC.

We suppose to know the number of tags to be identified
so as to set an initial optimal size of the training subframe

Fig. 1. Example of protocol execution in case of a = 2 antennas.

(several tag cardinality estimation methods allow an accurate
measure of the number of tags to recognize in a fraction of the
time required to identify them [3][8][11]). At the beginning of
each frame, the reader sends a header specifying the values
u, l, c, where u is the number of slots in the training subframe,
l and c are respectively the level of the tree and the index of
the collision training slot of the parent frame (if available)
to which the frame refers. The number of antennas a is
communicated once for all at protocol setup. The size of the
identification subframe is not specified by the reader in the
header because it is calculated during the execution of the
training subframe.

The header is followed by the training subframe, in which
tags send a ”1” bit message in a randomly selected slot (in
the interval [1, u]). Knowing the content of the message sent
by tags, the reader can estimate tag attenuation coefficients
and store them in a table together with the corresponding slot
indexes. For the sake of simplicity we assume that the trans-
mission of a single bit is sufficient for channel estimation. This
assumption is reasonable in case of short distance between
reader and tags and high SNR. Future work will investigate
the number of bits required for channel estimation by varying
SNR. As the slot selection is random, multiple tags may select
the same slot, preventing the reader from correctly estimating
the coefficients. Channel estimation errors may also occur.
Indeed, there are no mechanisms in place to let the reader
detect a collision or an estimation error in this phase; it will
handle the problem at a later time when the tags will transmit
again in the identification subframe. At the end of each
slot in the training subframe the reader sends a notification
regarding the slot outcome: a positive acknowledgement (ack)
follows any singleton or colliding transmission slot, while
a negative acknowledgment (nack) notifies an empty slot.
Tags use notifications to find out their slot in the following
identification subframe. The idea is to map a consecutive
transmission slots of the training subframe (discarding empty
slots) in the same slot of the identification subframe. Thus, a
tag transmitting in the i-th slot of the training subframe will
transmit in the j-th slot of the identification subframe, that is
calculated as j = (i� sidle)/a, where sidle is the number of
idle slots preceding slot i. Tags perform this computation by
means of two counters. The first counter, initialized to zero,
computes the index of the identification slot: it increases by
one at each ack and applies the ”modulo a” operation (nack are



TIANC: evaluation 

Internet of Things A.A. 17-18 28 

4

The total number of identification slots depends on the
outcome of the training slots, that significantly affect the
overall protocol performance: each collision in the training
subframe involves an unresolvable equation, requiring the
execution of a child frame (containing at least other 2 training
slots and an identification slot). As training slots are very
short (i.e., one bit), it may be more convenient to oversize
the training subframe to minimize the number of collisions
and consequently the number of non resolvable equations in
the ANC system. In this study we heuristically find the optimal
overestimation factor ↵ of the training frame size (u = ↵ · n)
that leads to the minimum identification time.

Now we estimate TIANC execution time, using the Wolfram
Mathematica tool, and compare it with the closest work,
ICTSA [5], and conventional protocols. As the literature is
extensive [2][3], and there is no space for the results of a com-
plete comparison, we use as benchmarks ideal representatives
of sequential protocols. Both aloha and tree based protocols
aim at avoiding collisions in order to sequentially read tags.
The optimal sequential reading process would require only
1 slot/query for each tag. However, none of the available
sequential protocols achieve such a goal, as they still involve
some collisions and idle slots, which add overhead to the
whole identification process. As an example, to identify a tag
the TSA protocol requires about 2.30 slots and the Query
Tree improved protocol 2.66 queries [3]. To show that our
protocol outperforms sequential solutions we compare it with
ideal Framed Slotted Aloha and ideal Query Tree, in which the
number of executed slots/queries is the same as the number
of tags (no empty or colliding slots/queries happen). These
variants are referred to as ID-FSA and ID-QT in Figure 2.
They serve the purpose of upper bounding the performance of
the many available sequential protocols. For a fair comparison
we refer to the EPCglobal transmission model [12] also for
the benchmark protocols, considering 96-bit EPC ID plus
preamble, CRC, and physical overhead. In this study we arrive
at the optimal u for TIANC by parameter exploration of the
expression for identification time (eq. 2). With ANC, u =
{2.3n, 2.1n, 2.0n, 2.0n} respectively for a = {2, 3, 4, 5} leads
to minimum identification time. Both TIANC and ICTSA
assume to have an estimate of tag cardinality. This assumption
is reasonable as there are counting protocols [8][11] that are
able to estimate the number of tags in a fraction of the time
required to identify them (e.g., below 1ms when n = 500).

Figure 2 reports time results by varying network size
and shows that using multiple antennas is clearly ad-
vantageous. In the case of 2 antennas TIANC is com-
parable with the ideal protocols - taking time T =
{0.36s, 0.72s, 1.09s, 1.45s, 1.82s} for n = {100, · · · , 500} -
but it becomes definitely faster when increasing the number
of antennas, achieving a reduction in time of 20%, 31%, 37%
respectively for 3, 4, and 5 antennas, for any network size.
TIANC also outperforms the ICTSA protocol reducing time
respectively of 31%, 46%, 53%, and 57% in the cases of 2,
3, 4, and 5 antennas, independently of the number of tags.
A massive increase in the number of tags does not affect
TIANC performance, as it takes only 11.37s to identify 5000
tags in case of 5 antennas. Finally, we evaluate the impact of
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Fig. 2. Results on protocol execution time.

channel estimation errors. The occurrence of an error in the
channel estimation of a singleton training slot is interpreted as
a collision by the reader and causes the execution of an addi-
tional child frame. If error probability is 0.05 and a = 5 then
TIANC takes time T = {0.35s, 0.71s, 1.07s, 1.43s, 1.79s} for
n = {100, ..., 500}, reducing the execution time of 34% with
respect to ICTSA. Thus, our set of results clearly show the
benefits of ANC based ID recovery.

IV. CONCLUSION

In this paper we presented TIANC, a new protocol for
RFID tag identification that has innovative elements including
a training mechanism for channel estimation, and analog
network coding combined with multiple antennas for tag ID
decoding. TIANC achieves a substantial speed improvement,
reducing latency up to 57% with respect to previous work on
collision decoding and 37% compared with ideal versions of
Aloha and tree based protocols, and it is robust to networks
ranging from small to large sizes.
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Buzz: goal 

¡ To identify the K nodes that 
transmit in a network of N 
nodes, where K<<N 

¡ Example: 20 items in a 
customer’s shopping cart 
among one million items in a 
Wal-Mart store 
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The Node Identification Problem

Challenge: RFIDs cannot hear each other
 Collisions

Applications
• Inventory management
• Shopping cart

Each object has an ID
Reader learns IDs of nearby objects



Buzz 
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A million RFIDs in the Wal-Mart store

ID = 1 ID = 2 ID = 4ID = 3 ID = 5 ID = N...ID = 6

But only a few (e.g., 20) in the shopping cart

ID = 1 ...ID = 2 ID = 4ID = 3 ID = 5 ID = NID = 6



Vector x 
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ID = 1 ...ID = 2 ID = 4ID = 3 ID = 5 ID = NID = 6

0 1 0 0 1 0 … 0



Vector X: properties 

Vector X 
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0 1 0 0 1 0 … 0

Want the network to emulate a
compressive sensing sender

X is sparse 

Want the network to emulate a compressive sensing 
sender  

 



Compressive sensing 
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¡ Virtual sender sends y 

¡ Reader decodes x using a compressive sensing decoder 



Compressive sensing 

¡ Node with ID i transmits Ai 
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Example 

¡ Cart has only ID 2 and ID 30 
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Example: Cart has only ID 2 and ID 30

TX/RX

Reader

ID = 2

ID = 30
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Example 

¡  The reader receives a collision: 
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y = A2x2 + A30x30

y = Ax
Reader uses compressive sensing decoder  
to recover x from y 



Buzz protocol 
¡  The reader triggers the nodes to start transmitting 

¡  Each node that has to be identified (i.e., xi=1) then uses its id as a 
seed to a pseudorandom binary number generator 

¡  For each time slot the nodes generates a random bit (“0” or “1”) 
and transmits if the random bit is “1” 

¡  In each time slot the reader receives one wireless symbol, which is 
the collision of the transmissions from a subset of the K nodes 

¡  The nodes continue generating a random bit and transmitting it 
until the reader recovers the vector x 

¡ When x is recovered, the reader triggers the nodes to stop 
transmitting which it can do by terminating its RF signal 
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Buzz time complexity 

¡  Let M be the length of the binary string that each node has 
transmitted before the reader terminates the process 

¡  Let A be the MxN random binary matrix where each column 
of A corresponds to the string transmitted by a particular 
node and each row of A corresponds to a time slot 

¡  Thus Ai,j = 1 if backscatter node i transmits in time slot j 

¡  The reader receives a vector y of M symbols where each 
symbol is obtained in a time slot 

¡  Since x is sparse (it has only K<<N non-zero entries), 
compressive sensing theory tells us that we can efficiently 
estimate x with a high accuracy given only  

 M≈Klog(N/K) 
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Performance  
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Standard 

¡  RFID are used in everyday life 

¡  Standard protocol used by commercial readers: 

¡  EPC Gen 2 class 1 defines the physical and logical requirements 
for a passive-backscatter, Interrogator (RFID Gen 2 Reader) Talks 
First (ITF), RFID system operating in the 860 MHz ~ 960 MHz 
frequency range. 

¡  EPC stands for Electronic Product Code 

¡  Look for the standard and try to understand its communication 
protocol 
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