Information Extraction
from the
World Wide Web



Information Extraction

Definition:
The automatic extraction of structured information from
unstructured documents.

Different from Information Retrieval (search engines):
users are presented with retrieved documents, ranked
by relevance. User must open web pages and extract
information.

Overall Goals:

— Making information more accessible to people
— Making information more machine-processable

Practical Goal: Build large knowledge bases



Example: The Problem (seeking jobs)

Advanced Search Preferences Language Tools Search Tips

GO &)gle | | baker job opening Google Search |

News-Hewy!

Searched the web for baker job opening.

Job Opening - Find ANY Job! - Search by Type Industry & Geography
wvy careerbullder.com  Post Your RESUME Here to Reach Thousands of Employers - If's FREE!

Job Opening At Flipdog.Com
wwwy FlipDog.com  Fetch your next job &t FlipDog.com!

Softimage:: Community:: Discussion Groups::ds .archive.0004 .
... Le Rudulier; Drive space Ken Skaggs, Help about rendering denis.courtot; JOB OPENING ... Tony Martln
Cacciarell; RE: ALE Karim Arbaoui; RE: omf to timeline Martin Baker; Re ...

wewwy Softimage . comicommunity fxsifdiscuss! Archivesids archive 0004/default.ntm - 49K - Cached - Similar pages

Softimage::Community::Discussion Groups::ds.archive.0004

... Re: JOB OPENING Philip Herring - 2000/04/25 22:35. ... RE: omf to timeline Martin

Baker - 2000/04/26 17:33; Re: omf to timeline adam - 2000/04/26 18:11. ...

wwvy softimage .comicommunityfxsiidiscussiArchivesi ds archive 0004/Threadindex htm - 50K - Cached - Similar pages
[ More resutts from www softimage.com ]

CGl: Job Opening

Baker, a person

wwvy genomics.cornell edufobsiviews_job cfmAd=10 - 15k - Cached - Similar pages Genomics j ob

Infarmation Activist Job Opening - May 2001
Wiy ige.orgidatacerterjob html - Bk - Cached - Similar pages

Fost an Employee Benefits Job Opening (Help YWanted) Ad

... edit the ad to add a new job opening ... as possible when it is emailed to 2,935 job ... jobs/posthelpwanted shitmi
- Webmaster: webmaster@BenefitsLink.com (Dave Baker ...

wwwy benefitsiink.comfobsiposthelpwanted shiml - 24k - Cached - Similar pages

Post an Employee Benefits Job Opening (Help \Wanted) Ad

Employee Benefits Jobs! Brought to you by BenefitsLink (tm) and its EmployeeBenefitsJobs.com (tm) division.
wewwy benefitslink comfobs/pricinginfo.shtml - 7k - Cached - Similar pages

[ More resutts from wwwy benefitslink.com |

Employers job posting form



Example: A Solution

647,514

Job Opportunities
from £3,641 Employers

Pigskin Places

©

Health Care in NY 2,770
Health Care in MD 1,262

©

2 Sales in NY 3,751
@ Sales in MD 958

@ Computing in NY 8,050
@ Computing in MD 4,114

| Find a Job! |
[ZIRostiYour.Resume)

.
» Employers

lick here for

PFoducts & Services

Job Seekers: Find your dream job!

Check our 'Best Places to Find a Job' January report.
Open your FREE account and put your resume online.

Jobs for Sports Fans

©

Head Football Coach
@ Football Coach
Asst, Football Coach

High School Football
Coach

Univ. Asst, Football
Coach

©

[

<

Job Seeker Newsletter

Enter your e-rmail address:

Sign Me Up!

Search 247 with our FREE automatic JobHunters™.
Research our database of over 50,000 employers.
Get expert advice at our new Resource Center .

Access salary surveys/calculators, relocation tools,
netwarking opportunities, & training/testing tools.

» Use FlipDog.com to search jobs right from your
desktop! Download [Slnippets® today!

¥y ¥y Y ¥y v 7

“Top 100 Web Sites”
PC Magazine, Nov. 2000

£ \ “Top 10
P Career \Web Site*
Media <. Media Metrix, Sapt. 2000

'. . ft “Top 10 Job Site”

Manageme

of Charlot North

We provide total
staffing solutions in
the areas of Human
Resources,
Compensation, Web-
based HR self-service,
and Custormer
Management Systems,

Learn More

©

Looking for a Vice
President of Academic
Affairs to oversee
planning, operation
and evaluation of the
college's academic
programs,

Learn More

poweared by
Wlﬂzﬂu}g‘l'

|

€]

[ 4 Intemet 7

| DAA B

Astan| | & W A 2

| J Microsoft PowerPoint - [sta...l @ job search find employmen...

|5 1212aM



Extracting Job Openings from the Web

/3 OPUS International, Inc.. an executive search firm focusing on the Food Science industry. - Microsoft Internet Ex

J File Edit View Favorites

/a 0OPUS: Job Listings - Microsoft Internet Explorer
" - = ° File Edit View Favortes Tools Help

Back Eorward Stop .
- .2 .0 A

Address http: /4  foodsci
J IE P AU 0SS Lo Hack Earyard Stop  Refresh Home
| Links @&]AMEX Rewards g Ti

foodscience.com-Job?2

Q &

somon Favoe S Ol itle: Ice Cream Guru

JAngess @ http: /Awww. foodscience. com/jobs_midwest. html#top

JLinks AMEX Rewards ﬂTime ODogHouse @MyYahoo! V
v 4 > -

P , » _~~ |/JobCategory: Travel/Hospitality
foodsc

[——] l—

ployer: foodscience.com

[ JobFunction: Food Services
About OPUS @\t =\
Welcome - Test Kitchen~ obLocation: Upper Midwest
About OPUS
Résumé Form Executive Seaft Contact Phone: 800-488-2611
Job Hunt Hints
Academic Links : 0
e .w DateExtracted: January 8, 2001
st AL Résumé Form Source: www.foodscience.com/jobs midwest.htm
FAQs Job Hunt Hints
Contact s Academic Links OtherCompanylJobs: foodscience.com-Jobl
Site p Science Fair Help
: Industry Assocs.
FAQs
Contact Us
Site Map

A o - g

kill be bagked in th i
or aboulf a year. i il

Tifornia bere 1 come!
Requn‘es a BS ig Food Science or
dairy, plus ice gream formulation
experience, Wil consider entry
Ievel with an [ S and an internship.

1 800 488-2611

INTERNATI(

About | Staff | Job




Flipdog job search engine

@ find local jobs

flipdog

Job Title, Keywords City, State or ZIP FIND JOBS

Powered by monster”

Advanced Search Recent Searches Search Tips

Most Popular

Cities

Most Popular

States

Most Popular

Categories

Find the online degrees you need to succeed on Monster.com!

San Antonio Jobs

Austin Jobs

Los Angeles Jobs

Columbus Jobs

San Diego Jobs

Las Vegas Jobs

Chicaqgo Jobs

San Francisco Jobs

Houston Jobs

Milwaukee Jobs

New York City Jobs

Charlotte Jobs

Jacksonville Jobs

Portland Jobs

View all Cities»

Texas Jobs

California Jobs

Aassachusetts Jobs

Pennsylvania Jobs

Georgia Jobs

Michigan Jobs

North Carolina Jobs

Ohio Jobs

Washington Jobs

Minnesota Jobs

Florida Jobs

Accounting Jobs

Security Jobs

Teaching Jobs

New Jersey Jobs

Louisiana Jobs

View all States»

Sales Jobs

Government Jobs

Real Estate Jobs

Nursing Jobs

Healthcare Jobs

Marketing Jobs

Retail Jobs

Finance Jobs

Construction Jobs

Education Jobs

Engineering Jobs

View all

Categories

»



Create a database with the Extracted Job
Information

ob Openings:
Category = Food Services
Keyword = Baker
Location = Continental U.S.

FlipDog" gmsmepgrnalsoss Vo e | Kssien S |

Fetch Yowr Next Job Here Return to Results Wlodit

= Employers

= Support

how to easity Breakthrough ebook

DOH BLE showrs why most people
oSS EE  are WRONG about howe

when applying .
OR JOBS! to apply for jobs.

W Unnversnty Learn ¥YWhile You Earn  Click here to e-mail your resume to 1000's
Alliance” mBA, BA, Af Degrees of Head Hunters with -

A Sror SOuCATIGE HETwOR™ ; )
Degrees Online ©hline &Project Mgt. ResumeZapper.com -

-1 -28 of 47 jobs shown below

Search these results for: |
View: Brief | Detailed
web Jobs: Flip

@ Search tips

yund th

Food Pantry Workers at Lutheran Social Services October 11, 2002

Cooks at Lutheran Social Services October 11, 2002

Bakers assistants at Fine Catering by Russell Morin October 11, 2002

Baker's Helper at Bird-in—-Hand October 11, 2002

Assistant Baker at Gourmet To Go October 11, 2002

Host/Hostess at Sharis Restaurants October 10, 2002

Cooks at alta's Rustler Lodge October 10, 2002

Line Attendant at Sun Yalley Coporation October 10, 2002

Food Service Worker 11 at Garden Growve Unified School District October 10, 2002

ht Cook Baker at SONOCO October 10, 2002

CooksAsPrep Cooks at GrandWiew Lodge October 10, 2002

Line Cook at Lone Mountain Ranch October 10, 2002

Production Baker at Whole Foods Market October 03, 2002

Cake Decorator/Baker at Mandalay Bay Hotel and Casino

October 05, 2002

Shift Supervisors at Brueggers Bagels October 08, 2002

Show Jobs Posted:

United States

Maryland Heights, MO
Beaverton, OR

Alta, UT

Huntsville, UT

Garden Grove, CA

Willowbrook, IL

-
W
0

if
v
y
0
Z
<

Minneapolis, M

IFor all time periods

¢




Data Mining the Extracted Job Information

/3 Job Opportunity Index - Microsoft Internet Explorer provided by WhizBang! Labs

J File Edit View Favorites Tools Help

| wBack + = - @D [2] 4| Qoearch [dFavorites (BHistory | e S e

Jngdress l@ http:}/joi.flipdog.comfjoif

FlipDog.com

Job Opportunlty Index

U.S. JOB SUPPLY BY REGION
B Above Average _]Average _] Below Average

UNITED STATES

November 2001 J0I: 28.4 (October: 27.7)
Septermber Unemployrment Rate: 5.4% (August: 4,99%)

Click on a region to see individual reports.

See printable version

U.S. Job Supply Increases
Amid Rising Unemployment

The Job Opportunity Index™ {(JOI) increased for
the first time in three months in October —
climbing o.7 point to 28.4 and signifying a
slight increase in U.S. job supply. However,
numerous factors, including a dramatic half-
point increase in the national unemployment
rate, made October anything but normal.

Subscribe now 3/

Special Offer! Find out how youcanearn a
free subscription to the JOI Report on U5, Labor
Markets through a limited-time JOI Subscriber
Referral Program!

N KN

[@ Done

|| |4 mnternet




Example 2: IE from Research Papers

7} A Critical Evaluation of Commensurable Abduction Models for Semantic Interpretation - Peter, Wi - Microsoft Internet o = |EI|5]
J File Edit VYiew Favorites Tools Help l
J ~Back v = - @ at | @Search (3] Favorites Q?History I %v =] v @
JAc_|dress IE http://citeseer.nj.nec.competerd0critical. html 3 IJ Links >>
A Critical Evaluation of Commensurable Abduction Models for , -l
- 2 . . - Download:
Semantic Interpretation {(1990) (Correct) (5 citations) norvig comfeoling ps
Peter Norvig Robert Wilensky University of California, Berkeley Computer... Cached: PS.gz P8 PDF DjVu Image Update Help

Thirteenth International Conference on Computational Linguistics, Volume 3
From: norvig.comfresume (more)

NEC Remnh'"dex Bookmarl Context Related Home: R Wilensky HPSearch (Comec)
(Enter summary) Rate this article: 1 2 3 4 5 (best)

Comment on this article

Absiract: this paper we critically evaluate three recent abductive interpretation models, those of Charniak and Goldman
(1929); Hobbs, Stickel, Martin and Edwards (1988); and Ng and Mooney (1990). These three models add the important property of commensurability: all types of
evidence are represented in a common cutrency that can be compared and combined. While commensurability is a desirable property, and thete is a clear need for a
way to compare alternate explanations, it appears that a single scalar measute is not enough to account for all types of processing. We present other problems for the
abductive approach, and some tentative solutions. (Update)

Context of citations to this paper: More

... (hreak slight modification of the one given in [Ng and Mooney, 1990] The new definition remedies the anomaly reported in [Norvig and Wilensky, 1990] of
occasionally preferring spurious interpretations of greater depths. Table 1: Empitical Results Compating Coherence and...

.... costs as probabilities, specifically within the context of using ahduction for text interpretation, are discussed in Norvig and Wilensky (1990). The use of
abduction in disambiguation is discussed in Kay et al. 1990) We will assume the following: 13) a. Only literals...

Cited by: More

Translation Mismatch in a Hybnd MT Svstem - Gawron (1999) (Correct)
Abduction and Mismatch in Machine Translation - Gawron (1999) (Correct)
Interpretation as Abduction - Hobbs, Stickel, Appelt, Martin (1890) (Correct)

Active bibliography (related documents): More All
0.7: Crtiquing: Effective Decision Support in Time-Critical Domains - Gertner (1995) (Correct)
0.2: Decision Analytic Networks in Artificial Intelligence - Matzkewvich, Abramson (1985) (Correct)

N1 A Dealalbiilinbin RTabrrasde af Nen dicctnn Thalrmema Tiw A1O0N O riien 4

€] [ | |4 mternet

N K




IE from financial statements

This filing covers the period from December 1996 to September 1997.

ENRON GLOBAL POWER & PIPELINES L.L.C.
CONSOLIDATED BALANCE SHEETS
(IN THOUSANDS, EXCEPT SHARE AMOUNTS)

SEPTEMBER 30, DECEMBER 31,

1997 1996
(UNAUDITED)
ASSETS
Current Assets
Cash and cash equivalents $ 54,262 $ 24,582
Accounts receivable 8,473 6,301
Current portion of notes receivable 1,470 1,394
Other current assets 336 404
Total Current Assets 71,730 32,681
Investments in to Unconsolidated Subsidiaries 286,340 298,530
Notes Receivable 16,059 12,111
Total Assets $374,408 $343,843
LIABILITIES AND SHAREHOLDERS' EQUITY
Current Liabilities
Accounts payable $ 13,461 $ 11,277
Accrued taxes 1,910 1,488
Total Current Liabilities 15,371 49,348
Deferred Income Taxes 525 4,301

The U.S. energy markets in 1997 were subject to significant fluctuation

Data mine these

reports for

- suspicious behavior,

- to better understand
what is normal.



What is “Information Extraction”

As a task: | Filling slots in a database from sub-segments of text. |

October 14, 2002, 4:00 a.m. PT

For years, Microsoft Corporation CEO Bill
Gates railed against the economic philosophy
of open-source software with Orwellian fervor,
denouncing its communal licensing as a
"cancer" that stifled technological innovation.

Today, Microsoft claims to "love" the open-
source concept, by which software code is
made public to encourage improvement and
development by outside programmers. Gates
himself says Microsoft will gladly disclose its
crown jewels--the coveted code behind the
Windows operating system--to select
customers.

"We can be open source. We love the concept
of shared source,” said Bill Veghte, a
Microsoft VP. "That's a super-important shift
for us in terms of code access.”

Richard Stallman, founder of the Free
Software Foundation, countered saying...

NAME

TITLE

ORGANIZATION




What is “Information Extraction”

As a task: | Filling slots in a database from sub-segments of text. |

October 14, 2002, 4:00 a.m. PT

For years, Microsoft Corporation CEO Bill
Gates railed against the economic philosophy
of open-source software with Orwellian fervor,
denouncing its communal licensing as a
"cancer" that stifled technological innovation.

Today, Microsoft claims to "love" the open-
source concept, by which software code is
made public to encourage improvement and
development by outside programmers. Gates
himself says Microsoft will gladly disclose its
crown jewels--the coveted code behind the
Windows operating system--to select
customers.

"We can be open source. We love the concept
of shared source,” said Bill Veghte, a
Microsoft VP. "That's a super-important shift
for us in terms of code access.”

Richard Stallman, founder of the Free
Software Foundation, countered saying...

— T
\\\\‘______‘7 4‘____—_/////
NAME TITLE ORGANIZATION
Bill Gates CEO Microsoft
Bill Veghte VP Microsoft
Richard Stallman founder Free Soft..
\\\\\______‘7 4‘____—~’////




What is “Information Extraction”

As a sequence ||nformation Extraction =
of techniques: | segmentation

October 14, 2002, 4:00 a.m. PT

For years, Microsoft Corporation CEO Bill
Gates railed against the economic philosophy
of open-source software with Orwellian fervor,
denouncing its communal licensing as a
"cancer" that stifled technological innovation.

Today, Microsoft claims to "love" the open-
source concept, by which software code is
made public to encourage improvement and
development by outside programmers. Gates
himself says Microsoft will gladly disclose its
crown jewels--the coveted code behind the
Windows operating system--to select
customers.

"We can be open source. We love the concept
of shared source,” said Bill Veghte, a
Microsoft VP. "That's a super-important shift
for us in terms of code access.”

Richard Stallman, founder of the Free
Software Foundation, countered saying...

Microsoft Corporation
CEO

Bill Gates

Microsoft

Gates

Microsoft Identify named entities
Bill Veghte

Microsoft

VP

Richard Stallman

founder

Free Software Foundation




What is “Information Extraction”

As a family
of techniques:

Information Extraction =
segmentation + classification

October 14, 2002, 4:00 a.m. PT

For years, Microsoft Corporation CEO Bill
Gates railed against the economic philosophy
of open-source software with Orwellian fervor,
denouncing its communal licensing as a
"cancer" that stifled technological innovation.

Today, Microsoft claims to "love" the open-
source concept, by which software code is
made public to encourage improvement and
development by outside programmers. Gates
himself says Microsoft will gladly disclose its
crown jewels--the coveted code behind the
Windows operating system--to select
customers.

"We can be open source. We love the concept
of shared source,” said Bill Veghte, a
Microsoft VP. "That's a super-important shift
for us in terms of code access.”

Richard Stallman, founder of the Free
Software Foundation, countered saying...

Microsoft Corporation
CEO

Bill Gates
Microsoft
Gates
Microsoft
Bill Veghte
Microsoft
VP
Richard Stallman

founder

Free Software Foundation

classify entities according
to categories, e.g. person,
role, company




What is “Information Extraction”

As a family
of techniques:

Information Extraction =
segmentation + classification + association

October 14, 2002, 4:00 a.m. PT

For years, Microsoft Corporation CEO Bill
Gates railed against the economic philosophy
of open-source software with Orwellian fervor,
denouncing its communal licensing as a
"cancer" that stifled technological innovation.

Today, Microsoft claims to "love" the open-
source concept, by which software code is
made public to encourage improvement and
development by outside programmers. Gates
himself says Microsoft will gladly disclose its
crown jewels--the coveted code behind the
Windows operating system--to select
customers.

"We can be open source. We love the concept
of shared source,” said Bill Veghte, a
Microsoft VP. "That's a super-important shift
for us in terms of code access.”

Richard Stallman, founder of the Free
Software Foundation, countered saying...

associate related entities

Microsoft Corporation
CEO
Bill Gates

Microsoft
Gates

Microsoft

Bill Veghte
Microsoft
VP

Richard Stallman
founder
Free Software Foundation




What is “Information Extraction”

As a family ||nformation Extraction =

of techniques: segmentation + classification + association + slot filling
October 14, 2002, 4:00 a.m. PT
For years, Microsoft Corporation CEO Bill o “
Gates railed against the economic philosophy | *| Microsoft Corporation WY
of open-source software with Orwellian fervor, CEO Q9w
denouncing its communal licensing as a . Hho
"cancer" that stifled technological innovation. Bill Gates oo s

. g
Today, Microsoft claims to "love" the open- *| Microsoft H
source concept, by which software code is Gates S 'g
made public to encourage improvement and * . H o =
development by outside programmers. Gates M.ICI'OSOft aly g Q
himself says Microsoft will gladly disclose its Bill Veg hte “
crown jewels--the coveted code behind the * . d
Windows operating system--to select Microsoft 5
customers. VP g E

n

. 0.8 W
"We can be open source. We love the concept Richard Stallman o 3 o)
of shared source,” said Bill Veghte, a founder 2 : E’
Microsoft VP. "That's a super-important shift . % ~ - O
for us in terms of code access.” Free Software Foundation oo
Richard Stallman, founder of the Free
Software Foundation, countered saying...




Why IE from the Web?

« Science

— Grand old dream of Al: Build large KB* and reason with it.
|E from the Web enables the creation of this KB.

— |E from the Web is a complex problem that inspires new
advances in machine learning.

* Profit

— Many companies interested in leveraging data currently
“locked in unstructured text on the Web”.

— Not yet a monopolistic winner in this space.

* KB = “Knowledge Base”



Information Extraction in Applications

e Structured Search
e Opinion Mining/Sentiment Extraction
e Data Mining over Extracted Relationships



What makes IE from the Web Different?

Partly avoid deep NLP analysis, exploit formatting & linking

Newswire

Apple to Open Its First Retail Store
in New York City

MACWORLD EXPO, NEW YORK--July 17, 2002--
Apple's first retail store in New York City will open in
Manhattan's SoHo district on Thursday, July 18 at
8:00 a.m. EDT. The SoHo store will be Apple's
largest retail store to date and is a stunning example
of Apple's commitment to offering customers the
world's best computer shopping experience.

"Fourteen months after opening our first retail store,
our 31 stores are attracting over 100,000 visitors
each week," said Steve Jobs, Apple's CEO. "We
hope our SoHo store will surprise and delight both
Mac and PC users who want to see everything the
Mac can do to enhance their digital lifestyles."

Web

www.apple.com/retail

Coming Soon

Millenia
Orlando, FL

Grand Opening, October 19

Now Open

Arizona Florida New York

Chandler Fashion The Falls Crossgates

Center Miami Albany

Chandler

Wellington Green Palisades
Biltmore Wellington West Nyack
Phaenix
. ational Roosevelt Field

www.apple.com/retail/soho Garden City

In the News

Jaguar Launch Event
All'across the country,

thousands of people came
to Apple Stores for the
nighttime Jaguar launch,
lining up in anticipation of
the release of Mac 0S X
v10.2, See what they wore
and what they did on this
special evening.

Grand Opening at the
Grove

See pictures from the grand
opening weekend of The
Grove, the new Apple store

The directory structure, link structure,
formatting & layout of the Web is its own

new grammar.

you to digital

cameras, music,
email and the

Internet. Join us
Saturday mornings
for a free Getting
Started Workshop
for new Mac own

Theater Events

Address:

SoHo

103 Prince Street
New York, NY 10012
212-226-3126

Store Hours:
Monday - Saturday
10am. to8pm.
Sunday

i1am toépm.

Governor

Wy

www.apple.com/retail/soho/theatre.html i

in eles.
ding notables Eric
d Rune Glifberg
eir stuff on the

David Chalk Apple
Photographer, llustrator
and Animator

Day in the Life of Africa  Apple
David Cohen-Publisher

David Turnley-Photographer
Douglas

Kirkland-Photographer

Theater

Presentation Presented By

Getting Started on a Mac Apple
-Introduction and Basics
-Advanced

Mac OS X v10.2 Jaguar Apple

B Warkehon

Thu  6:30
Oct 24 p.m.

Thu  6:30
Oct 28 p.m.

Date  Time

Every
Sat 9am.

10am.

Every 11:00
QN am.

Made on a Mac In the News
Presentation Presented By Date  Time Made on a Mac
Andy Milburn Apple Wed 1 6:30 Eli Morgan Gesner,
Filmaker Oct 16 p.m. H Creative Director
Jean Miele Apple Thu 6:30
Landscape Photographer Oct 17 p.m. .

o ; . Andy Milburn
William Levin Apple Mon 1 6:30 Andy Miburn of the
Cartoon Animator Oct 21 p.m. fimmaking partnership

tomandandy discusses their
groundbreaking audio
technology called Q MIX.
October 16, 6:30 p.m.

Jean Miele

New York photographer
Jean Miele discusses how he
creates his large-scale
black-and-white landscape
photographs using his
Power Mac G4, iBook, and
three other Mac computers
as replacements for the
traditional darkroom.
October 17, 6:30 p.m.

William Levin
William “Macboy” Levin
presents his animated Flash




Landscape of IE Tasks (1/4):
Pattern Feature Domain

Text paragraphs
without formatting

Astro Teller is the CEO and co-founder of
BodyMedia. Astro holds a Ph.D. in Artificial
Intelligence from Carnegie Mellon University,
where he was inducted as a national Hertz fellow.
His M.S. in symbolic and heuristic computation
and B.S. in computer science are from Stanford
University. His work in science, literature and
business has appeared in international media from
the New York Times to CNN to NPR.

Non-grammatical snippets,
rich formatting & links

Barto, Andrew G. (413) 545-2109 barto@cs.umass.edu
Professor.
Computational neuroscience, reinforcement learning, adaptive
motor control, artificial neural networks, adaptive and learning
control, motor development.
Berger, Emery D.

(413) 577-4211 emery@cs.umass.edu

Assistant Professor.
Brock, Oliver

Assistant Professor.
Clarke, Lori A.

(413) 577-0334  oli@cs.umass.edu

(413) 545-1328  clarke@cs.umass.edu

Professor.
Software verification, testing, and analysis; software architecture
and design.

Cohen, Paul R. (413) 545-3638  cohen@cs.umass.edu
Professor.

Planning, simulation, natural language, agent-based systems,
intellicent data analysis, intellicent user interfaces.

CS8276

CS344

CS246

CS304

CS8278

Grammatical sentences

and some formatting & links

Dr. Steven Minton - Founder/CTO

Dr. Minton is a fellow of the American
Association of Artificial Intelligence and was
the founder of the Journal of Artificial

Intelligence Research. Prior to founding Fetch,

Minton was a faculty member at USC and a

project leader at USC's Information Sciences

Institute. A graduate of Yale University and

Camegie Mellon University, Minton has been a

Principal Investigator at NASA Ames and
taught at Stanford, UC Berkeley and USC.

Frank Huybrechts - COO

Mr. Huybrechts has over 20 years of

Tables

o Press

maps

o General
information
o Directions

8:30- 9:30 AM Invited Talk: Plausibility Measures: A General Approach for Representing Uncertainty

Joseph Y. Halpern, Cornell University
9:30- 10:00 AM | Coffee Break
10:00- 11:30 AM | Technical Paper Sessions:
Cognitive Logic Natural Language |Complexity Neural Games
Robotics Programming | Generation alysis Networks
739: A Logical 116: A-System:|758: Title 417: Let's go 179: Knowledge |71: Iterative
Account of Causal |Problem Generation for Nats: Extraction and | Widening
and Topological  |[Solving Machine-Translated | Complexity of | Comparison Tristan
Maps through Documents Nested from Local Cazenave
Emilio Remolina | Abduction Rong Jin and Circumscription |Function
and Benjamin Marc Alexander G. and Networks
Kutpers Denecker, Hauptmann Abnormality Kenneth

Antonis Kakas, Theories McGarny, Stefan

and Bert Van Marco Cadoli, |Wennter, and

Nuffelen Thomas Eiter, |John Macintyre

and Georg
Gottlob

549: 131: A 246: Dealing with  |470: A 258: 353: Temporal
Online-Execution |Comparative |Dependencies Perspectiveon |Violation-Guided| Difference
of ccGolog Plans | Study of Logic |between Content |Knowledge Learning for Learning
Henrik Grosskreutz|Programs with |Planning and Compilation Constrained Applied toa




Landscape of IE Tasks (2/4):
Wrapper induction

Wrapper extracts content of a particular information source and translates it
into a relational form.

Web site specific

Formatting

E.g.: Amazon.com Book Pages

amazoncom. &7 VIEW CART

wecome | SR BT eLecTRONICS m E%,S,E&S ¥

BROWSE,
SEARCH | 5yp)ECT

Getsgoﬁ st

Machine Learning
by Torm M. Mitchell

Lagk insde this badk )

=) Buy Now Pay |

Great Buy
Buy this book with D,

+

amazoncom. &7 VIEW CART

weLCOME | Srom. [ERRISN ELECTRONICS Bl

BROWSE CORPORA
SEARCH | cigjgcTs ( BESTSELLERS MAGAZINES ACCOUN

Learning in Graphical Models

by Michael Irwin Jordan (Editor)

\OOKINSIpg, List Price: 360.00
m@ 4 Price: $60.00

Leoming

=, This item ships for FREE with Supel

}" Availability: Usually ships within 2 to 3 d:
Used & new fam $20.00
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Landscape of IE Tasks (3/4):
Pattern Complexity

E.g. word patterns:

Closed set
U.S. states

He was born in Alabama...

The big Wyoming sky...

Complex pattern

U.S. postal addresses

University of Arkansas
P.O. Box 140
Hope, AR 71802

Reqular set

U.S. phone numbers

Phone: (413) 545-1323

The CALD main office can be
reached at 412-268-1299

Ambiguous patterns,
needing context and

many sources of evidence

Person names

...was among the six houses
sold by Hope Feldman that year.

Headquarters:
1128 Main Street, 4th Floor
Cincinnati, Ohio 45210

Pawel Lake, Software
Engineer at WhizBang Labs.




Landscape of IE Tasks (4/4):
Pattern Combinations

Jack Welch will retire as CEO of General Electric tomorrow. The top role
at the Connecticut company will be filled by Jeffrey Immelt.

Single entity Binary relationship
Person: Jack Welch Relation: Person-Title
Person: Jack Welch

Person: Jeffrey Immelt UL CEO

Relation: Company-Location
Company: General Electric
Location: Connecticut

Location: Connecticut

“Named entity ” extraction

N-ary record

Relation: Succession
Company: General Electric

Title: CEO
Out: Jack Welsh
In: Jeffrey Immelt



Evaluation of Single Entity Extraction
TRUTH:

Michael Kearns and Sebastian Seung will start Monday’ s tutorial, followed by Richard M. Karpe and Martin Cooke.

PREDICTED:

Michael Kearns and Sebastian Seung will start Monday’ s tutorial, followed by Richard M. Karpe and Martin
Cooke.

# correctly predicted segments 2
Precision = = —
# predicted segments 6
# correctly predicted segments 2
Recall = = —
# true segments 4
1
F1 = Harmonic mean of Precision & Recall =

((1/P) + (1/R)) / 2



Parade of |IE tasks (and some
technique)



Information Extraction EXEXEE

Information Exiraction (IE) is the process .

f extracting structured information lnielogee]
or ex S . Information
from unstructured machine-readable documents Ba%iteleiilels

Fact
Extraction

Instance
Extraction

Named Entity

Recognition Elvis Presley

singer

Angela politician
Tokenization& ...married Elvis Merkel
Source Normalization on 1967-05-01
Selection 05/01/67

9
? 1967-05-01




Source extraction: the web

WIKIPEDIA
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Languages Geggon?

LEFIGARO -fr _ACTUALITﬁ ECONOMIE

French;
;3%

Japanese;

INFO

DE
> Politique International - Environnement - Santé Auto F ° SpGnlSh;
» Société + Médias - Science et Tech + Web + Météo v \// 3 7
. (o)
ussidan;
: : 2% ., .
Relational Transducers for Electronic Commerce ”O“On; 2%
Serge Abiteboul* Victor Vianu* Brad Fordham
IL.N.R.I.A.-Rocquencourt U.C. San Diego Oracle Corporation PorTUgues
Serge.Abiteboul@inria.fr vianu@cs.ucsd.edu bfordham@us.oracle.com

e; 1%
(1 trillion Web sites)

Korean;
1%

Source for the languages: htto:
Need not be comrect




Finding the Sources

Information

Extraction
j ?

* The document collection can be given a priori

(Closed Information Extraction) e.g., a specific
document, all files on my computer, ...

« We can aim to extract information from the
entire Web (Open Information Extraction)

* For this, we need to crawl the Web. The
system can find by itself the source
documents e.g., by using an Internet search
engine such as Google




Sources: structured

Name Number
Johnson 30714

: Smith 20934 Information m

D

) Ext ti

3- ;henkep igi;i %D. Johnson 30714
. an

3 g J. Smith 20937

A

R

. Lee 18969
. Gupta 18884

Riviact+ 12022

File formats:
» TSV file (values separated by tabulator)
» CSV (values separated by comma)




Sources: semi-structured

<catalog>
<cd>
<title>

Empire Burlesque |ntormation

</title> . .
<artist> Extraction Title

<firstName> Empire Bob
Bob Burlesque Dylan

</firstName>

<lastName> e
Dylan

</lastName> -

<artist>
</cd>

File formats:
« XML file (Extensible Markup Language)
* YAML (Yaml Ain"t a Markup Language)



Sources: unstructured

Founded in 1215 as a colony of Genoa, Monaco has
been ruled by the House of Grimaldi since 1297, except
when under French control from 1789 to 1814.
Designated as a protectorate of Sardinia from 1815 until
1860 by the Treaty of Vienna, Monaco's

sovereignty ... Information
Extraction

Event Date
File formats:

« HTML file Foundation 1215

* text file
» word processing document




Sources: mixed

Barto, Andrew G. (413) 545-2109  barto@cs.umass.edu CS276
Professor.
Computational neuroscience, reinforcement learning, adaptive
P g P 5 ®|

motor control, artificial neural networks, adaptive and learning
control, motor development.

Berger, Emery D. (413) 577-4211 emerv@cs.umass.edu CS344
Assistant Professor. ) @l

<table> Information

Sl oo e

<td> Professor. - Barte Professor
Computational

Neuroscience,



Summary of Sources

 We can extract from the entire Web, or from
certain Internet domains, thematic domains or
files.

 We have to deal with character encodings

(ASCII, Code Pages, UTF-8,...) and detect
the language.

* Our documents may be structured, semi-
structured or unstructured.



Information Extraction EEEEE

Information Extraction (IE) is the process .

f extracting structured information Sltliclele]iso]
or ex d . Information
from unstructured machine-readable documents ia%ite ilels

Fact
Extraction

Instance
Extraction

Named Enfity
Recognition

Elvis Presley singer

Angela politician
Tokenization& ...married Elvis Merkel
Source Normalization on 1967-05-01
Selection 05/01/67

9
? 1967-05-01



Tokenization

« Tokenization is the process of splitting a text
into tokens.

« Atokenis
e a word
 a punctuation symbol
*aurl
e a number
e a date

 or any other sequence of characters regarded as a
unit

In|201 1” Presiden’rlScrkozy'spokeI’rhislsomplelsen’rence |



Normalization

* Problem: We might extract different literals
(numbers, dates, etc.) that mean the same.

Elvis Presley 1935-01-08
Elvis Presley 08/01/35
« Solution: Normalize the literals, i.e.,

convertequivalent literals to one standard

form:
08/01/35

01/08/35
8™ Jan. 1935
January 8™, 1935

\ 4

1935-01-08

1.67m

1.67 meters

167 cm

6 feet 5inches
3 feet 2 tfoenails

].6!m



Normalization

« Conceptually, normalization groups tokens
Into equivalence classes and chooses one
representative for each class.

resume 1935-01-08
resume, 8th Jan 1935,
resume, 01/08/1935
Resume

Take care not to normalize too aggressively:
bush

J——

Bush




Information ExtractionE=EEE

Information Exiraction (IE) is the process .

of extracting structured information Ontological
9 ) Information

from unstructured machine-readable documents i2%iteleilels

Fact
Extraction

Instance
Extraction

Named Entfity

v/ Recognition Elvis Presley singer
Angela politician
Tokenization& ...married Elvis Merkel
Source Normalization on 1967-05-01
Selection 05/01/67
9
2 1967-05-01




Named Entity Recognition (NER)

 Named Entity Recognition (NER) is the
process of finding entities (people, cities,
organizations, dates, ...) in a text.

Elvis Presley was born in 1935 in East Tupelo, Mississippi.
— — T ) —




NER: closed set

* |f we have an exhaustive set of the entities we want
to extract, we can use closed set extraction:

« Comparing every string in the text to every string in
the set.

States of the USA
{ Texas, Mississippi,... }

... in Tupelo, Mississippi, but A

... while Germany and France
were opposed to a 3™ World

War, ...

Countries of the World (¢)
{France, Germany, USA,...}

4

May not always be trivial...

... was a great fan of france Gall, whose songs... A




NER: patterns

* |f the entities follow a certain pattern, we can
use patterns

... was born in 1235. His mother...
... started playing guitarin 1937, when... Years
... had his first concert in 19392, although...| (4 digit numbers)

y

Office: 01 23 45 67 89 Phone numbers
Mobile: 06 19 3501 08 (groups of digifs)
Home: 09 77 12 94 65




Patterns

A pattern is a string that generalizes a set of
strmgs

sequences of the letter ‘A’ ‘a’, followed by ‘b's
s ab+

L a0 gaaado abbbbbb
aaaa ab
olelelelolole abbb
digits sequence of digits
O[1]12]3[4]5]6]7]8 0|1]213]4|5]6]|7|8]9)+
0% 67 43
5 57 69 5321

8 5643




Regular Expressions (RegEx)

« A regular expression (regex) over a set of symbols 2 is:
1. the empty string

2. or the string consisting of an element of 2 (a single
character)

3. or the string AB where A and B are regular expressions
(concatenation)

4. or a string of the form (A|B), where A and B are regular
expressions (alternation)

5. or a string of the form (A)*, where A is a regular
expression (Kleene star, like (A)+ without the empty string)

« For example, with Z={a,b}, the following strings are regular
expressions:

(@ &) (B (@ Jalbd



RegEXx (2)

« Matching: a string matches a regex of a single character if the
string consists of just that character

@ @ < regular expression
a o

< matching string

» a string matches a regular expression of the form (A)* if it
consists of zero or more parts that match A

< regular expression

A9 qaaa , ,
< matching strings

aaaad



RegEx (3)

Matching: a string matches a regex of the form (A|B) if it
matches either A or B

€ regular expression

b 4 bbbb |, < matching strings
a

a string matches a regular expression of the form AB if it

consists of two parts, where the first part matches A and the
second part matches B

€ regular expression

5aq €< matching strings

5 baaaaa



RegEx (4)

Given an ordered set of symbols Z, we define [x-y] for two
symbols x and y, x<y, to be the alternation x|...|y (meaning: any
of the symbols in the range)

[0-21=0[1]2]3]4]5]6]|7[8]?

A+ for a regex A to be A(A)* (meaning: one or more A"s)

[0-92]+ = [0-9][0-2]*

A{x,y} for a regex A and integers x<y to be A...A|A...A|A...A|...|
A..A (meaning: xtoy A’s) {14 ) = ffff | fffff | Ffffff

A? for a regex A to be (|A) (meaning: an optional A) ab? = a(|b)
. to be an arbitrary symbol from £ (wild char)



Names & Groups in RegEx

When using regular expressions in a program, it
IS common to name them:

String digits="[0-9]+";
String separator="( |-)”;
String pattern=digits+separator+digits;
» Parts of a regular expression can be singled
out by bracketed groups (brakets; “( )" or “/ /"):

String input="The cat caught the mouse.”

String pattern="The ([a-z]+) caught the ([a-z]+)\\.”



A Simple Exercise

» Write a regular expression to find all
instances of the determiner “the”:

The recent attempt by the police to retain
their current rates of pay has not gathered
much favor with the southern factions.

48



A Simple Exercise

» Write a regular expression to find all
instances of the determiner “the”:

/the/

The recent attempt by the police to retain
their current rates of pay has not gathered
much favor with southern factions.

49



A Simple Exercise

» Write a regular expression to find all
instances of the determiner “the”:

/[t|T]he/ (also capital T)

The recent attempt by the police to retain
their current rates of pay has not gathered
much favor with the southern factions.

50



A Simple Exercise

» Write a regular expression to find all
instances of the determiner “the”:

A\b[t|T]he\b/ (begin end string)

The recent attempt by the police to retain
their current rates of pay has not gathered
much favor with the southern factions.

51



A Simple Exercise

» Write a regular expression to find all
instances of the determiner “the”:

[(M[Ma-zA-Z])[t| T]he[*a-zA-Z]/
(nothing or no charachters before or
after)

The recent attempt by the police to retain
their current rates of pay has not gathered
much favor with the southern factions. 5



More high-level examples

e Create rules to extract locations
— Capitalized word + {city, center, river} indicates location
Ex. New York city
Hudson river

— Capitalized word + {street, boulevard, avenue} indicates
location

Ex. Fifth avenue



Perl regex: http://lwww.cs.tut.fi/~jkorpela/
perl/regexp.htmi

Repetition
a* Zero or more a’s
a+ one or more a’s
a? zero or one a’s (i.e., optional a)
a{m} exactly m a’s
a{m,} atleast ma’s
a{m,n} at least m but at most n a’s
repetition? same as repetition but the shortest

match is taken

Metacharacters
char meaning
A | beginning of string
$ |end of string
any character except newline

* | match O or more times

+ |match 1 or more times

2 match O or 1 times; or: shortest
* |match

| [alternative
() |grouping; “storing™

[] |setof characters
{} |repetition modifier

\ |quote or special




Perl regex

Special notations with \

Single characters “Zero-width assertions”
\t |tab \b | “word” boundary
\n |[newline \B | not a “word” boundary

\r |return (CR)

\xhh | character with hex. code hh

Matching

\w | matches any single character classified as a “word” character (alphanumeric or “_")

\W | matches any non-“word” character

\s |matches any whitespace character (space, tab, newline)

\S [matches any non-whitespace character

\d |matches any digit character, equiv. to [0-9]

\D |matches any non-digit character




Perl regex

Character sets: specialities inside |...]

Different meanings apply inside a character set (“character class™) denoted by [...] so that, instead
of the normal rules given here, the following apply:

[characters| | matches any of the characters in the sequence

[x-y] matches any of the characters from x to y (inclusively) in the ASCII code

\-] matches the hyphen character “-”

[\n] matches the newline; other single character denotations with \ apply normally, too

(~something) matches any f:har:ic;:’tcr exc.ept those t;l:la’t, [somet}:‘ing]”dcnot'es; that is, immediately
after the leading “[”, the circumflex “*” means “not” applied to all of the rest




Examples

expression

matches...

abc

abc (that exact character sequence, but anywhere in the string)

Aabc abc at the beginning of the string
abc$ abc at the end of the string
alb eitherof aand b
Mabc|abc$ |the string abc at the beginning or at the end of the string
ab{2,4}c |an a followed by two, three or four b’s followed by a c
ab{2,}c an a followed by at least two b’s followed by a ¢
ab*c an a followed by any number (zero or more) of b’s followed by a ¢
ab+c an a followed by one or more b’s followed by a ¢
ab?c an a followed by an optional b followed by a c; that is, either abc or ac
a.c an a followed by any single character (not newline) followed by a ¢
a\.c a.c exactly
[abc] any oneof a,band c
[Aa]bc either of Abc and abc
[abc]+ any (nonempty) string of a’s, b’s and c’s (such as a, abba, acbabcacaa)
[*abc]+ any (nonempty) string which does nof contain any of a, b and c (such as defg)
\d\d any two decimal digits, such as 42; same as \d{2}
a “word”: a nonempty sequence of alphanumeric characters and low lines
et (underscores), such as foo and 12bar8 and foo_1
100\s*mk the suings' 100 and mk optionally separated by any amount of white space (spaces,
tabs, newlines)
abc\b abc when followed by a word boundary (e.g. in abc! but not in abcd)




NER RegEx examples (in Pearl)

o Software name extraction: “one or more
capitalized words followed by a version
number” (Mac OS X v.10.6.8)

([A-Z]WH\s*)+[VV]2(\d+\.?)+.

one or more capitalized words followed by space

followed by (0 or 1) instances of V/or v

followed by one or more digits, one or zero “.” followed by anything else



NER RegEx examples (in Pearl)

Create regular expressions to extract:
Telephone number

blocks of digits separated by hyphens
RegEx = (\d+\-)+\d+

* matches valid phone numbers like 900-865-1125 and 725-1234
* incorrectly extracts social security numbers 123-45-6789
* fails to identify numbers like 800.865.1125 and (800)865-CARE

Improved RegEx = (\d{3}[-.\ ()]){1,2}[\dA-Z]{4}

59



Another example

John James, Jr. Smith
John James Smith, Jr.
John James Smith Jr.
John, Jr. Smith
John Smith, Jr.
John Smith Jr.

(<first name regexp>)\s(<optional middle regexp>),\s(<optional Jr.|Sr.|ll|lII|
IV>)\s(<last name regexp>),\s(<optional Jr.|Sr.|lI|II|]IV>)



Matching RegEx

* A regex can be matched efficiently by a Finite
State Machine (Finite State Automaton, FSA,
FSM)

Regex Ob* Accepfting states
usually depicted
@ ° ‘ with double ring.

ImpI|C|’rIy All unmentioned inputs go to
some artificial failure state




RegEx summary

* Regular expressions
— can express a wide range of patterns
— can be matched efficiently

— are employed in a wide variety of applications(e.g.,
In text editors, NER systems, normalization,UNIX
grep tool etc.)

Inpuft: Condition:
* Manual design of the regex ¢ Entities follow a pattern



Sliding Windows

 What if we do not want to specify regexes
by hand? Use sliding windows:

 Sliding windows method is based on ML
learning algorithms and annotated datasets
(sentences annotaded with named entities of
selected types)

lIm‘ormo’rion ‘Ex’rroc’rion': 'Tuesdcy 10:00 am, Rm 407b|
| |




Sliding Windows

Information Extraction: Tluesdoy Il 0:00 am, Rm 407b
T | | |

Prefix Content P ostfix
window  window window

« Choose certain features (properties) of
windows that could be important:
« window contains colon, comma, or digits
» window contains week day, or certain other words
« window starts with lowercase letter
« window contains only lowercase letters



Feature Vectors

Information Extraction: Tluesdoy l] 0:00 am, Rm 407b
T Y Y

Prefix Content Postfix
window  window window

Prefix colon |
Prefix comma o) The feature vector represents

the presence or absence of

Content colon features of one content

o —

Content comma window (and its prefix
window and postfix window)
Postfix colon 0

Postfix comma |

Features Feature Vector 61



Sliding Windows Corpus

fime 'ocation
NLP class: Wednesday, /:30am _and Thursday all day, rm 667

From ’r}is corpus| compute [he feature +cfors with Iobel!:

—_—
= = —_ — - -

]
0
]
1
]

— O OO —

]
0
]
0
]

— O OO —
OO ——

— — — —
— — — — - -

Nothina Nothina Time Nothing Location



Machine Learning

Information Extraction: Tuesday l1O:OO am, Rm 407b

Use the labeled feature vectors as
training data for Machine Learning

]
0
0
0
]
]
L1

Nothing Location

Machine
Learning

classify

Y

o -0 — 0O —

Result

) Time

63



Sliding Windows Exercise

* What features would you use to recognize
person names?

| Elvis Preslex married |Ms. Priscillo'o’r the :A\Iodin Ho’rell.
1

E ppsr(zrose First term
ALl IS a person
title (Mr. Dr...)

—I—l—l—lo—l
O —-O — 0O —




NER summary (but we learned general
techniques..)

 Named Entity Recognition (NER) is the
process of finding entities (people, cities,
organizations, ...) in a text.
— We have seen different techniques

— Closed-set extraction (if the set of entities is
known)

— Extraction with Regular Expressions (if the entities
follow a pattern). Can be done efficiently with
Finite State Automata

— Extraction with sliding windows / Machine
Learning (if the entities share some syntactic
features)



Information ExiractionE=EEE

Information Exiraction (IE) is the process .

of extracting structured information Ontological
9 ) Information

from unstructured machine-readable documentsi3Xitelsiiles

Fact
Exiraction

Instance
Extraction

Named Entity
v Recognition

Elvis Presley

singer

Angela politician
Tokenization& ...married Elvis Merkel
Source Normalization on 1967—05-O]A
Selection 05/01/67

9
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Instance/relation Extraction

 Instance Extraction is the process of extracting
entities with their class (i.e., concept, set of similar

entities)

Elvis was a great artist,

but while all of Elvis’ .

colleagues loved the Entity Class
song “Oh yeah, honey”, Elvis artist
Elvis did not perform that Oh yeah, honey |song
song at his concert in Hintertuepflingen |location

Hintertuepflingen. 7




Instance/relation extraction with patterns

« Sentences express class membership in very
predictable patterns. Use these patterns for
Instance extraction.

lEIvis was a great| or’rist,
ouUT whnile (III OT ElVIS

colleague} loved the
song “Oh yeah, honey”, Pattern: X was a great Y
Elvis did nqt perform that
song at hi&concer’r in

Hintertuepflingen. 7

Entity Class
Elvis artist




Instance/relation extraction using patterns

Elvis was a great artist
4

Many scientists, including
Einstein, started to believe

that matter and energy ¢ X was a great Y
covldbeequated. « Ys, such as X1, X2, ...

He adored Madonna, « X1, X2, ... and otherY

Celine Dion and other

singers, but never got an ° many YS, |nCIUd|ng X

autograph from any of
them.

Many US citizens have

never heard of countries
such as Guineaq, Belize or

Can write RegEx for each pattern

France.




Instance/relation extraction using patterns

Manually writing patterns is difficult

Lexical patterns do not generalize, e.g.

— Elvis was a great pianist

— Elvis was a pianist

— Elvis, the pianist..

Learn patterns with ML techniques
Generalise patterns using HMM or lattices



Learning hypernym relations from
definitions



Information Extraction CEExEE

Information Extraction (IE) is the process ,

f t H t t d inf ti Ontological
of extracting sfructured information Information
from unstructured machine-readable documentsi2teteiiles

Fact
Exiraction

Instance
Extraction

Named Entfity

V4 Recognition Elvis Presley singer
Angela politician
Tokenization& ...married Elvis Merkel
Source Normalization on 1967-05-01
Selection 05/01/67

9
? 1967-05-01




Fact extraction

* Fact Extraction is the process of extracting
pairs (triples,...) of entities together with the

relationship of the entities.

. Costello Sings Lowe/Nick Sings Elvis  10/1/2010 Friday 11:00p
Great American Music Hall, San Franciscc

(late show)

THE BAND: Paul Revelli, Ruth Davies, Bill CA

Kirchen, Bob Andrews,Derek Huston, Featuring: Elvis Costello, Nick Lowe
Austin ... e U

|

Costello sings... 2010-10-01, 23:00 Great American...



Fact Extraction

* Approaches:
 Fact extraction from tables
(if the corpus contains lots of tables)
* Wrapper induction
(for extraction from one Internet domain)
 Pattern matching

(for extraction from natural language documents)
e ... and many others...



ReVerb (http://openie.cs.washington.edu/)

Pattern Based approach: read “ldentifying Relations for Open
Information Extraction” EMNLP 2011

Freely downloadable and available on-line

Example Queries: © Typed Example Queries: @

What kills bacteria? What countries are located in Africa?

Who built the Pyramids? What actors starred in which films?

What did Thomas Edison invent? What is the symbol of which country?

What contains antioxidants? What foods are grown in which countries?
What drug ingredients has the FDA approved?

Argument 1: Relation: Argument 2: Corpus:

what/who verb phrase what/who All LI Q Search



ReVerb

Argument 1: hammer Relation: ysed Argument 2: Al x|/ QSearch
93 answers from 138 sentences
all location (8) newspaper circulation area (5) invention (3) misc.

a weapon (14)

html files (4)

nails (4)

conjunction (3)
excitation (3)

religious amulets (3)
hard materials (3)
jewelry including gold (3)
the operation of firearms (2)
specific locations (2)

the world (2)

carpenters (2)

Portland cement (2)
protective talismans (2)

some coat of arms (2)

nails
Extracted Synonyms:

a nail

Extracted from these sentences:
is used for Just as a hammer is used for nails , and a screwdriver is used for screws , so each type of geometric structure requires its own

geometry . (via Google)
Round inches can generally be substituted for square inches in geometry when calculating the area of circles. Just as circular mils are
used to measure the area of wire , so round inches can be used to measure the areas of circles .Of course , just as there is no exact
way to measure circular areas in terms of straight lines , there is no way to exactly measure the area of squares and rectangles using
circular geometry . Just as a hammer is used for nails , and a screwdriver is used for screws , so each type of geometric structure
requires its own geometry . (via ClueWeb09)
The bottom line ; just as a hammer is used for nails and a screw drive for screws , assembly and compiled code each have a place
in embedded applications . (via Google)
It s just choosing the right tool for the job , and mf and dslrs are like a hammer and screwdriver a hammer is used for a nail and a
screwdriver for a screw . (via ClueWeb09)



INnformaftion Extraction

Information Exiraction (IE) is the process
of extracting structured information and beyond
from unstructured machine-readable documents

Ontological
Information
Extraction

Fact

Extraction

Instance
releleal v | Person Nationality

| " . .
, Angela Merkel | German " nohonoh’ry)_
Named Entity V4
Ll

Recognition
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Ontology Extraction

* An ontology is consistent knowledge
basewithout redundancy

« Every entity appears only with exactly the

Same name

e There are no semantic contradictions

Person

Nationality

Angela Merkel

German

Merkel Germany X

A. Merkel French
Entity Relation | Entity
Angela Merkel | citizenOf | Germany v




Ontology Extraction

* Ontological Information Extraction (IE) aims
to create or extend an ontology.

Entity Relation | Entity
Angela Merkel | citizenOf | Germany

1

Angela Merkel is the \ P
German chancellor.... Person\ _/Nationality
...Merkel was born in - Angela el | German
Germany... Merkel Germany

A. rkel \ French
...A. Merkel has French A'A/ \

nationality... 7




Ontological IE Challenges

* Challenge 1

Map names to names that are already known

Entity Relation | Entity
Angela Merkel | citizenOf | Germany

Merkel
Angie A. Merkel



Ontological IE Challenges

* Challenge 2

Be sure to map the names to the right known names

Entity Relation | Entity

Angela Merkel | citizenOf | Germany
Una Merkel citizenOf | USA

/; unfMERKEL

Merkel is great! J




Ontological IE Challenges

« Challenge 3

Map to known relationships

Entity Relation | Entity
Angela Merkel | citizenOf | Germany
A

... has nationality ...
... has citizenship ...
... Is citizen of ...

4




Ontological IE Challenges

« Challenge 4
* Find hypernymy relations

— Chancellor of Germany




Ontolearn (IJCAI 2011, CL
2013)

Inducing lexical taxonomies from scratch
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Terminology Extraction

Domain

Corpus
Domain
terms

several on- line terminology extractors
(e.g. TermExtractor http://hal.di.uniroma.

it/termextractor/public/demo.faces)




Taxonomy Learning
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Domain
Corpus

?
- flork

Definition & Hypernym Extraction
+ Domain Filtering

Web glossaries
& documents

Domain|  — | | definition extraction and parsing

terms

!

domain

non domai

n

In graph theory, a flow network is a directed graph.

w

Global Cash Flow Network is a business opportunity to
make money online.

*

A flow network is a network with two distinguished
vertices.

*




Definition & Hypernym Extraction
+ Domain Filtering

Web glossaries
& documents

Domain
Corpus

?
- flork

1

Domain R definition extraction
terms l

ZTS In graph theory, a flow network is a directed graph.

A flow network is a network with two distinguished

vertices.
l direaph

hypernym extraction —»




Definition & Hypernym Extraction
+ Domain Filtering

Web glossaries
& documents

Domain
Corpus

YN
N

Terms

from | definition extraction
previous
iteration l

Zﬁi A directed graph is a graph where ...

7f§ A directed graph is a data structure ...

|

hypernym extraction

»
—>

dat‘tu re




Hypernym Extraction Algorithm

Based on Word-Class Lattices, i.e. lattice-based
definition models learned by means of a greedy
definition alignment algorithm

« Determine whether a sentence is definitional
 If so, returns the hypernym(s) of the defined term

arts structure
science picture
mathematics
(1)~~~
pixel
@ graph

computer chiaroscuro



Performance in Definition Extraction

Algorithm P R F, A
WCL-1 99.88 42.09 59.22 | 76.06
WCL-3 98.81 60.74 75.23 | 83.48
Star patterns | 86.74 66.14 75.05 | 81.84
Bigrams 66.70 82.70 73.84 | 75.80
Random BL | 50.00 50.00 50.00 | 50.00
Wikipedia

Algorithm P R
WCL-1 98.33 39.39
WCL-3 94.87 56.57
Star patterns | 44.01 63.63
Bigrams 46.60 45.45
Random BL | 50.00 50.00
UKWac corpus

Outperforms existing methods for definition

extraction




Precision in Hypernym Extraction

Algorithm | Full Substring

WCL-1 42.75 77.00

WCL-3 40.73 78.58
Wikipedia

Algorithm Full Substring

WCL-1 86.19 (206) 96.23 (230)
WCL-3 89.27 (383) 96.27 (413)

Hearst 65.26 (62) 88.42 (84)

UKWac

Pattern-based methods achieve much lower recall: 62 vs.
383 hypernyms extracted from UKWac



The iterative
growth
of the

hypernym graph
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Graph Pruning

» Goal:
— From noisy hypernym graph
— To full-fledged taxonomy

* How:
— A graph-based algorithm



Graph Pruning: Preliminary

StepGiven the hypernym
graph, we
disconnect:

- false roots (root
nodes not in the set
of upper terms)

. false leaves (leaf

nodes not in the
initial terminology)




Graph Pruning: Preliminary

cta
pGiven the hypernym

@ta structure > g raph y We
/ disconnect:
collection

bipartite graph

token sequence

- false roots (root
nodes not in the set
of upper terms)

- false leaves (leaf
nodes not in the
initial terminology)



Graph Pruning (1)

* Weight each node v

°‘@ — by the number of

@ta structuD

d terminological nodes
reachable from v
E.Q.

— w(collection) = 2
— w(graph) = 3




Graph Pruning (2)

* For each path p from
an upper term rto a
node v, we calculate
its cumulative weight:

W(p) = 2 pepw(v')

 E.Q.
— w(p)=5+3=8
— w(p’) =5+3+2 =10



Graph Pruning (3)

* Assign to each edge
0 @ta structuD (h’ V) the maXImum
37 s

s cumulative weight
3
Cemn) among all the paths
8 8
1
vy e 2  Tipart g > , from any upper term
Gy’ 't o™

to node v

h —
w(h,v) = max max, w(p)
 E.Q.
— w(graph, binary tree)
=8
— w(tree, binary tree) =
10



Graph Pruning (4)

* Apply the Chu-Liu
Edmonds [1967]
algorithm




Graph Pruning (4)

* Apply the Chu-Liu

Crm— Edmonds [1967]
- algorithm

bipartite graph

* As a result we obtain
a tree-like taxonomy



From the Noisy Hypernym
Graph... .

«, P PTTETY
N e
+ 4



...to a Tree-like Taxonomy

e 39




Pruning Recovery

 Many small connected components will be
returned

* To recover from excessive pruning we apply a
simple heuristic:
— Let r be the root of such a component

— Select the best-ranking edge (v, r) according to the
domain score of the corresponding definition

— If no edge exists, we use string inclusion
* E.g., r=binary tree and v=tree



Evaluation

« Taxonomy evaluation is a hard task

* We performed two different experiments:
— Inducing an Artificial Intelligence (Al) taxonomy
— Reproducing existing sub-hierarchies in \WWordNet



Experiment 1: Inducing an Al Taxonomy

« Corpus: I[JCAI 2009 proceedings (334 papers)

* Domain terminology: via term extraction
— 374 initial domain terms

* Upper terms: we manually selected 13 terms
(process, abstraction, algorithm)

— Used as a stopping criterion for definition/hypernym
extraction
* Definition and hypernym extraction: [JCAI corpus
+ Google define
— 715 nodes and 1025 edges



Experiment 1: Inducing an Al Taxonomy

* Final graph: 427 nodes, 426 edges
« Compression ratio (against unpruned graph):
0.60 (nodes), 0.41 (edges)
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Experiment 1: Inducing an Al Taxonomy

» Final graph: 427 nodes, 426 edges

« Compression ratio (against unpruned graph):
0.60 (nodes), 0.41 (edges)

« Manual evaluation of edge precision: 81.5%
(347/426)

— Note: many hypernyms would be equally valid
(collaborative assessment?)

 The Al Taxonomy is available to the community:
— http://Icl.uniroma.it/taxolearn



Experiment 2: Evaluation against
WordNet

Same evaluation strategy as in Kozareva & Hovy
(EMNLP 2010)

— Domains: animals, plants, vehicles

No terminology extraction: we use the terminology
provided by K&H for each domain

Upper terms: those in the synsets of animal#n#1,
plant#n#2, vehicle#n#1

Definition and hypernym extraction: no domain
corpus, just Google define



Experiment 2: Evaluation against

WordNet

e Statistics and manual evaluation:

animals plants vehicles
node compression ratio  0.48  978/2015 0.40 744/1840 0.41 144/353
edge compression ratio  0.49  977/1975 0.35 743/2138 0.35 143/413
coverage of initial terminology 0.71 484/684  0.79 438/554  0.73 85/117
precision by hand of edges not in WN (100 randomly chosen) 0.76 76/100  0.82 82/100  0.92 92/100
precision by hand of nodes notin WN (all) 0.70 218/312  0.77 158/206  0.69 9/13




Conclusions

* An algorithm to learn a lexical taxonomy truly
from scratch

— Based on the idea of exploiting the scholarly
knowledge from definitions

— A graph-based approach to learn a “clean” taxonomy

— Can be applied to any domain of interest with little
effort
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