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Abstract .  In information retrieval, it is common to 
model index terms and documents as vectore in a 
suitably defined vector space. The main di]ficulty with 
this approach is that the explicit repreeentation of 
term vectors is not known a priorL For th~ mason, the 
vector space model adopted by Salton for the SMART 
system treats the terms as a set of orthogonal vectom 
In such a model it is often necessary to adopt a 
separate, corrective procedure to take into account the 
correlations between terms. In this paper, we propose a 
systematic method (the generalized vector space 
model) to compute term correlations directly from 
automatic indexing scheme. We also demonstrate how 
such correlations can be included with minimal 
modification in the existing vector based information 
retrieval systems. The preliminary experimental 

. results obtained from the new model are very 
encouraging. 

1. I n t r o d u c t i o n  

In the vector space model proposed by Saiton 
[1,2,3], the keyworde or index terms are viewed as 
basic vectors in a linear vector space, and each 
document is represented as a vector in such a space. It 
can be argued that the frequency of occurrence of a 
term in a document represents the component of the 
document along the corresponding basic term vector. 
However, if only the occurrence frequency for each 
term is available, it is not possible to characterize the 
vector space completely [11]. Either we need to know 
the explicit representation of the term vectors or we 
need some assumptions to account for the correlations 
between terms. For instance, in the SMART system 
the term vectors are assumed to be orthogonaL Since 
terms are, in fact, correlated, it is often necessary in 
such an approach to introduce a separate, corrective 
measure for incorporating term correlations in some ad 
hoc fashion. 
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One well known method for computing term 
correlations is based on term co-occurrence frequencies. 
However, the use of a co-occurrence matrix can be 
justified only if the documents and term vectors are 
assumed to be orthogonal. Several authors have 
prolx~ed different methods of recognizing term 
correlations in the retrieval process. Raghavan and Yu 
[4] used a statistical analysis of queries vs. relevant 
and nonrelevant documents in order to determine 
positive and negative correlations among terms. A 
probablistic approach to the problem of term 
dependency was presented by Van Rijsbergen and 
Harper [5,6]. Their basic assumption is that index 
terms are d,~tributed in a dependent manner in the 
document space. However, the resulting formula for 
computing the dependency factors does not seem 
computationally feasible even for a relatively small 
number  of t e r m  [7]. Katter [8] and Switzer [9J started 
from a term co-occurrence matrix and derived a basic 
set of term vectors through techniques of factor 
analysis or multi-dimensional scaling. This approach 
has the advantage that the terms are not treated as 
though they are linearly independent. Recently, Koll 
[i0], on the other hand, developed a scheme by which 
correlations between terms can be incorporated 
without having to handle the term co-occurrence 
matrix. The diificulty wi th  this latter approach is that 
it does not have an adequate formal justification. 

We believe up to the present time that there is 
no satisfactory way of computing term correlations 
based on automatic indexing scheme. The current 
work has objectives similar to the studies mentioned 
above. We propose a new method to represent term 
vectors explicitly in terms of a suitably chc~en set of 
orthonormal basic vectors. This means that term 
correlations can then be computed directly from such 
a repreeentatiom In contrast to many recent studies, it 
is not necessary in our approach to assume that either 
the document or the term vectors have to be 
orthogonaL We also demonstrate how such term 
correlations can be included in a natural manner in 
the existing vector based information retrieval systems 
(e.g. in the SMART system) with minimal 
modifications. 

Before the basic model (hereafter referred to as 
the generalized vector space model or GVSM) is 
introduced in Section 4, we will first use two simple 
examples to illustrate how term correlations can be 
computed from an intuitive point of view. In Section 
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6 we select two standard collections of documents to 
evaluate the retrieval performance of the GVSM in 
comparison with the conventional vector space model 
(VSM). 

2. Basic Defini t ions  And  Concepts In  The  
C o n v e n t i o n a l  Vector  Space Model (VSM) 

The basic premise in the vector space model is 
that the documents a n d t h e  query are represented b y  
a set of vectors, say, {d=}, ot = 1, 2, . . . .  p ,  and q , 

respectively, in a vectoT~ space spanned by the 
normalized term vectors, {h ], i = 1, 2 . . . . .  n. That 

n 

~= = E a =, h , (a  = 1. 2, . . . .  p ) ,  (la) 

n 

1=1 

Given the above representa~io~ for d and ~', for 
example, the scalar product d a" q • which may serve as 

~aeasure of the simi~ri.ty between each document in 
=}p and the query q, is defined by 

I=I, J = l  

We can, then, rank the documents with respect to the 
query ~ according to the values of the above 
similarity function° Thus, for our p u r p l e  it ia 
necessary~o know both the correlations between the 
vectors, {h }n, and the components of documents and 
queries along these basic vectors. 

It is convenient, in subsequent discussions to 
express equation (la) in matrix notation as follows : 

= T A  r , ( lb )  

where 

= ,. . . . .  z ,  . r =  G .  . . . .  ; .  . a n d  

A = 

a l i  a 1 2  . . .  a l n  

a 2 1  a 2 2  . . .  a 2 n  

Gp l ap 2 " ' "  aim 

(4) 

Similarly, equation (3a) can be rewritten as 

= (q ~, q~ . . . .  q . ) ,  and 

G = 

r : r ,  r : r ,  . . .  r,.r  

(5) 

In the conventional vector space model, the 
matrix A is assumed to be the term occurrence 
frequency matrix empirically obtained from 
automatic indexing. Since correlations between terms 
are not known a priori, as a first order of 
approximation, the correlation matrix G defined by 
equation (5) is assumed to be an identity matrix. Wit h 
such approximations (Le. G - [), the lrnnkfng vector S 
for a given query ~ can, therefore, be computed easily 
from the following equation : 

ff = ~ A r .  (6) 

The strength of such an approach clearly lies in 
its simplicity. However, one of its main drawbacks is 
that it ignores term correlations. Very often, one has 
to modify the above similarity function (6) by 
introducing some ad hoc schemes for including the 
important effect of terra correlations. In Section 4, we 
suggest a method to compute term correlations by 
representing the term vectors explicitly in a vector 
space spanned by the atoms of a free boolean algebra 
generated by the index terms. Consequently, term 
correlations can be incorporated directly through 
equation (3b) in order to obtain higher retrieval 
performance without the need to modify the 
similarity function or to introduce a new one. 

3. T e r m  Cor re la t ions  

Before developing our model formally in the 
next section, it is fitting, perhaps, to demonstrate first 
how term correlations can be computed from an 
intuitive point of view. Let us consider two simple 
examples. 

Example  1. Let D be a set of documents indexed 
only by two terms, t z and t 2 - 

= ~ G A 2" , (3b) 
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Figure 1. Part i t ion of D into disjoint subsets a, b, and c. 

In Figure I, the subsets a, b and c of D are defined by : 

a = D , A  = Dt, n ~ ,  

b = Dtt, , = D, t N,D~, 

c = Dr, t, = Dr, r'l Dt~, 

where  Dr, , (i - 1, 2) , is the maximal  subset of  D 
containing t t , and Dt~ denotes the set complement  of  
Dt~ (i.e. Dtt is the subset of  documents not  containing 

t t ) .  

Based on in tu i t ion  we  argue tha t  the  correlation 
between any  t w o  index terms depends on the number  
of documents  in wh ich  these t w o  terms appear 
together. Let c ( D )  denote the cardinal i ty  of  an 
arb i t ra ry  set D .  In Figure 1 the  cardinal i ty  c(Dqt a) 
of the  subset b = Dtata----Dt,CI Dt 2 (which  denotes 
the number  of documents  containing t ,  and t 2) thus 
provides a plausible measure of  the "unnormal ized"  
correlation be tween  t ,  and t 2 . 

In terms of  vector notat ion , the  normalized 
correlation be tween t t , and t2 , denoted by  t 1 ° t 2 , 
can be convenien t ly  expressedAls the_scalar product  of 
two  normalized t e rm vectors, t 1 and t 2,  n a m e l y ,  

r , .  = 

c2 tD . , )  

[c2(Dttra) + c2(Dttt2)] '~ [c~DFtt 2) + c~,Dt,t2)] '/" ' 

where 

• I  = + ~2 " 
[C 2~mt,~'2 ) c2~jDt,t2)~ ' 

c (Dr,t)  r~2 + c (Dr, t2) r~s 

G = I t<Dr, , )  + c ~ D , , , ) ] "  " '  

and r~ I , r~ 2 , and r~ s are some sui tably  c h ~ e n  
orthonorrnal basic vec tors .  

E x a m p l e  2. The main purpose of this example is to 
show tha t  the concepts introduced in Example 1 can 
be easily generalized in a more complicated situation. 
Consider the part i t ion of a set of  documents  D indexed 
by terms t , ,  t ~,  and t s as shown in Figure 2. 

/Z, 

Figure 2. Part i t ion of  D into disjoint subsets a, b ,  c, d, 
e, f and g. 

The disjoint subsets a ,  b ,  c ,  e ,  f ,  and g of D can be 
specified as fol lows : 

a = Dt,tS, = Dr, n Dr 2 N Dt , ,  

b = Dirts" = b~, A D, 2 A Dt,, 

c = D,,[~, = Dr, A~,, n D t,, 

d = Dr,rE, = Dr, ADt, NDt3, 

e = Dtlri , = Dr, ADt~ nDt3. 

= D[tta~" , = D r ,  n D,~ n DL,, 

g = DF, F~,, = DL, n ~,,  n D,, ,  

where  De, , (i - 1 , 2 , 3 ) ,  is the maximal  subset of D 

containing t, . 

As in Example I, terra correlations ~" t'~ for I ~< 
i < j ~< 3 can be in tu i t ive ly  expressed as the scalar 
p.rec~cts of the fo l lowing  normalized te rm vectors 

t l  , t 2 ,a .nd~3:  

.-, _. c ~ D q t ~ )  + c~(Dt,t~,) 
tl"t2---- N 1 N 2  
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zi- i= 

~ . ~ =  

where  

N i N 3  

N 2 N 3  

+ [c(D,:]~)r~+ + c(DqrA),~] I N ~ ,  

+ [c(Dqt:~)~4 + cfDr:ls)r~d l N2, 

N 12 = cZ(Dq, g+) + c~.D,,7~ ,) + 

=~D,,,] ) + c:Ko,,r::, 

N #  = c2(D,,,:3) + c2(Dyl,: ) + 

c2CD,,& ) + c~Dr , ,A)  • 

N ~ = c=(D,:~,,) + c~D?,,,, ) + 

c~.D,,5, ? + c~.Dr,5,,), 

and r~ 1 , r~ 2 , r~ s , r~ 4 , r~ 5 , r~ ~ , and rE 7 
orthonormal  basic vec tors .  

are 

We will show that the above results can be 
formally derived as a special case from the generalized 
vector space model developed in the following section 

4. T h e  G e n e r a l i z e d  V e c t o r  Space  M o d e l  (GVSM) 

As we mentioned in Section 2 there is no explicit  
knowledge about the terra vectors nor the vector space 
itself in the conventional  vector space model  (VSM). 
We w i l l  show, in contrast to the VSM, that  the 
representation of  term vectors can be expl ic i t ly  
defined in a 2 n - dimensional cartesian space. This 
requires the introduction of the notion of a boolean 
algebra. (It is assumed, in the fo l lowing discussion, 
tha.t the  reader is a l ready famil iar  w i t h  the 
representation of a boolean algebra and its related 
concepts) .  

4.1. V e c t o r  R e p r e s e n t a t i o n  o f  a F r e e  Boo lean  
A l g e b r a  ( w i t h o u t  E x t e r n a l  C o n s t r a i n t s )  

We will first discuss the free boolean algebra B2. 
generated by n literals (index terms). A fundamental 
products in n literals, t i, t 2 .... tn is a conjunction 
in which each literal t i appears exactly once, either 
complemented or uncomplemented, for j = I, 2, .... 
m For example, t l t 2 t s  and t l t 2 t s  are fundamental 
products in three literals, t i, t 2, and t s • In fact, the 
2 n fundamental products in n literals are join- 
irreducible, and, therefore, they are minterms (atoms) 
of the free boolean algebra B2. containing 2 2" 
elements. It follows that any boolean expression 
E (t  I ,  t 2 . . . . .  t n ) , i.e. any  e lement  in B 2., can be 
t ransformed into a unique disjunctive canonical 
expression ((sum of minterms).  Let {rn~ }z" denote the 
set of  min te rms  in B 2 .  . Each m i n t e r m  m~ can be 

labelled by k - (81 , 8 2 . . . . .  8n) ,  where  81 = 0 or i 
for I -~i ~<m That is, 

w h e r e  tl 8' = 

t t f f  8 ~ : i ,  

Y~ if 81 = 0 .  

In particular, since each literal t~ is itself an element 
in B2., every t i, for I ~i ~n, can be expressed 
uniquely in terms of the disjunction of minterms, 
name 

t i = ~  V ~ 2 V . . . V  ~ V . . . V  n~. , (8) 

for al l  thc~e rn~j's such that  rn% V t~ = tt • 

We c a n ,  the re fo re ,  represent the elements of the 
free boolean algebra B2.  , as a un i ta ry  2 n - cube in a 
2 n - dimensional cartesian space , R 2" . In terms of 
vector notation, the set of  minterms, {m }2.' in B2-  
can be represented expl ic i t ly  as the set of or thonormal  
basic vectors, {m }2" ' in R2--as fol lows : 

= (i,0,0 . . . . .  0 ) ,  

~ 2  = (0,1,0 . . . . .  0 ) ,  

~ 3  = (0,0,i . . . . .  0 ) ,  
(9) 

~ 2 .  = (0,0,0 . . . . .  1) .  

Hence, in the absence of any external constraints, each 
literal t~ . defined by equation (8), has the following 
unique vector representation : 

j==l 
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For example, the  elements of  B~ can be 
represented as a 3 - dimensional cube as shown in 
Figure 3) where  r~l = (1D,0) , m2 = (0,i ,0) , and 
r~3 = (0,0,1) are the or thonormal  basic vectors of  R 3 . 

(O,O,l) < - ->  '{m 3} 

( i , 0 , I )  .<--> ~m. )m=~ 

(1,0,0) '<--> 'fro I } J 

• <--> {m~,m I} 

(1,I,I) <--> {l ,mr ,m s} 

0 , ( , 0 )  <- ->  0 x~ 
,,b 

• I ,01 <- ->  (m z} 

( I  F,O} < - - )  (m,,m z) 

Figure & The 3 - Dimensional  Cube of  B a .  

4.2. V e c t o r  R e p r e s e n t a t i o n  o f  Index T e r m s  i n  
t h e  G V S M  

The mapping introduced in the previous section 
is applicable on ly  to a s t r ic t ly  boolean retr ieval  
system in wh ich  each document  is represented by  a 
vector as fol lows : 

Cb) 

T~ = (a~l) a~2 . . . . .  aan))  (10) 

where  

a cd I 
10 i fdocurnent  d ~ / s  

indexed by term h 

- - - -  i f  docurnent d a i s  not 

indexed by term ti . 

In a more realistic informat ion retr ieval  model) 
re la t ive  t e rm weights  (0 ~ a,~ ~ 1) are assigned to 
each document  d~  . Our  main objective here is to 
define a more general mapping which  enables us to 
t ransform each index te rm into a vector in R 2" for a 
collection of  documents,  D = {d}, w i t h  te rm weights  
other  than  0 or 1. For this purpose) we  introduce a 
composite t ransformat ion  g f  : {t },~ U {m }2" ~ R2" ' 
where  the ind iv idual  mappings f and g are defined as 
fol lows : 

(ii) 

(i) f : { t } . U  {m}2. ~ 2 {d} (2 {a} denotes the 
power  set of  D - {d}) 

(a) For any  index te rm t~ e {t }n ) f ( t i )  is the 
maximal  subset Dtt of  documents  each of 
wh ich  contains t e rm ti . 

For any atom m, = t ~' A t.~' 

A . . .  A t : "  as defined by equation (7))  

: f 0n , )  = 

. t t t2 ) n . . .  n t t t 2 " ) )  ( u )  

w h ~ e  

g : 

[ :t~tt) = Dr, if 8( = 1, 
~t (s '~  (12) 

and Dr, denotes the set complement  of  Dtt . 

:f({t }. u {m }2n) --, R 2" 

(a) For any  atom rn k in the boolean algebra B 2" 

) 

g(f(rn~ )) = ~ , (13) 

where  r~k is the k-th  or thonormal  basic 
2 n vector of  R , wh ich  is defined by equation 

(9) .  

(b) From equations (8) and (13), for any index 
term h e{t}n , the term vector tl is 
defined by the following transformation : 

~' = gCtX:t~)) = 

~,, ck ( t t )  g(:fOn.~k)) = L cJc ( t ~ ) ~  , (14) 
~=.l /¢=1 
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where 

c~ (tl) = Z ao~ , (15) 

and the above summation is restricted to the 
set : 

zCt~, k)= {al~= E g~,)c f(tD} • 

It is important to note that  in equation (15) the 
a,~ 's are the matrix elements of the term occurrence 
frequency matr ix A defined by equation (4). We 
have, therefore, shown that  by  the above composite 
mapping fg  each index terra t t can be transformed 
into a vector ~ = g(f~tl)) in R 2" based on the input 
term occurrence frequency matrix [7]. 

It follows immediately from equations (14) and 
(15) that  the normalized term vectors can be expressed 
as 

1 F 
~=W-Eck( t~)~ ,  1 <~ < n ,  (16) 

( /g=l 

where 

r 
N~ 2 = E ¢~(t~). (17) 

The term correlation, ~ .  ~ , between any pair of 
index terms, t~ and t j  , can now be computed directly 
from equation (16)• 

If we substitute the aa t ' s  given by equation (10) 
into equation (15), we obtain 

c, (t~) = c (f(~)), (18) 

where c(f(mt,)) is the cardinali ty of the subset of 
documents defined by the atom rnL, in equation (11). 
By substituting the values for c~(t t)  given by 
equation (18) into equation (16), we immediately 
arrive at the same expansions for the term vectors as 
those given in Section 3. It is clear that  the results we 
obtained informally in Section 3 are special cases 
which can be easily derived from the generalized 
vector space model presented here. 

Similar to the conventional vector space model, 
we may assume that  the document space can be 
spanned by the normalized term vectors as in equation 
(~a). i t  should be emphasized that  the terra vectors, 
{t~ }n , are now explicit ly defined by  equation(16). "We 
can easily rank the retrieval outputs in decreasing 
order of the query-document similarities (which are 
computed direct ly from equntion(3a)) , The main 
advantage of our method is that  not only are terra 
correlations explici t ly known, but  also the effect of 
these correlations can be natura l ly  incorporated 
through equation (3a) without  the need to introduce 
any ad hoc similari ty function as in other vector based 
information retrieval models. 

5. A n  A l g o r i t h m  F o r  S p a n n i n g  T h e  T e r m  
Vectors  

In this section we would like to suggest an 
algorithm for computing term correlations based on 
the generalized vector space model developed in 
Section 4. This algorithm is not n e c e ~ r i l y  an optimal 
method but  it  serves the purpoee for demonstrating 
how the concepts we have introduced can be applied. 
The input  to this algorithm is simply the term 
occurrence frequency matrix A obtained from 
automatic indexing and the output is term correlation 
between any pair of index terms. 

Step (i) For a given term t~ , identify the maximal 
subset of documents, Dtt, containing t~ by 
the set of non-zero matr ix elements in the 
i-th column of A .  Construct a submatrix 
A (t t )  by  deleting all  the rows of A wi th  
zero elements in the i-th column. 

Step (ii) Partition the rows of A (t() into r blocks 
each of which corresponds to a distinct 
subset of index terms. Each of these 
subsets of terms, in fact, represents an 
atom m~, which has a non-zero coefficient 
ck (t t)  in the expansion for vector ~ (see 
equation (14)). From equation (15), 
compute the sum c~ (i t)  - ~ a ~  for each 

k- th  block. The normalization factor Ni 2 
defined by equa~on (17) ~a~ be calculated 
by  summing c~Z(t() for k 1, 2 . . . . .  r. 
Repeat steps (i) and (ii) to obtain the 
expansions for other term vectors. 

6. E x p e r i m e n t a l  E v a l u a t i o n  o f  The  GVS1VI 

For the prelirninzry evaluation of the generalized 
vector space model, we use two collections of 
documents, ADINUL(82 documents and 35 queries) 
and CRN4NUL(424 documents and 155 queries), 
which are standard test data in the conventional VSM 
• These collections include, for evaluation purposes, 
information for each query as to which of the 
documents are mlevanL The standard recall and 
precision measures are used for comparing the 
retrieval performance of the GVSM and VSM in the 
above two document collections. Recall is defined as 
the proportion of relevant documents retrieved, while 
precision is the proportion of retrieved documents that  
are relevant [3] • The overall performance of a 
retrieval strategy is determined by computing the 
average precision over all queries for recall values 0.1, 
0 . 2 , . .  ~ 1.0. The procedure for averaging is consistent 
wi th  that  implemented in the SMART system. 

The input to the GVSM is the term occurrence 
frequency matrix obtained from automatic indexing. 
In the first step of our computation, using equations 
(14), (15), and (16) ,  each normalized term vector t~ is 
expre~ed as a linear combination of the orthonormal 
basic vectors, {r~}2, . Term correlations are explicit ly 
included through equation (3b) in ranking the 
retrieval outputs. The solid curves shown in Figures 4 
and 5 represent the average recall-precision values 
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computed from the generalized vector space model  
For the purpose of comparison, we also reproduce the 
query-document similarities based on equation (6) (the 
well  knoxcn cosine s imilar i ty  function) in which term 
correlations are ignored as in the conventional VSM. 
These results are summarized in th~ average recall- 
precision graphs as shown by the dotted lines in 
Figures 4 and 5. 

0.5" 

0.4' 

P 
FI 0.3" 
E 
C 
Z 
S 
I 0.2' 
0 
N 

o. i .  

Comparing the results for the GVSM to those of 
the VSM, it is seen that  from the above analysis the 
former is s ign~cant ly  better in both collections of 
documents. We are planning for more extensive 
evaluation of the GVSM. Nevertheless, those 
prel iminary results indicate the potential of the 
present approach both from the practical and 
theoretical points of view. 
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7. Conclusion 

The conventional vector space model has been 
proven in practice to be a valuable tool in information 
retrieval systems. Its main drawback lies in the lack 
of systematic methods for computing term correlatiom 
which we believe are crucial in the retrieval process. 
Although there are many  recent papers which have 
similar objectives as ours, they lack, in our opinion. 
the theoretical foundations. 

We have shown that  term vectors can be 
explici t ly represented in a 2" - dimensional vector 
space based on the notion of boolean algebra. Another 
advantage of our method is that  these terra 
correlations can be incorporated into the existing 
vector-processing systems in a straightforward 
manner. We believe that many important concepts in 
the vector space model can be formal ly  established 
and better understood wi thin  the f ramework of our 
approacl~ 

At  the present time, we are extending the 
capability of the GVSM to process boolean-like 
queries. We wi l l  report on the results of this 
investigation in the near future. 
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