Memoria principale

· Nei primi calcolatori il tipo più comune di unità di memorizzazione utilizzava una matrice di anelli ferromagnetici toroidale detti nuclei (core)

· La nascita e i vantaggi indotti dalla microelettronica hanno soppiantato l’uso delle memorie a nuclei magnetici e si è universalmente diffuso l’uso di circuiti a semiconduttore per la memoria principale

Memoria a semiconduttore

· Una memoria a semiconduttore è tipicamente ad accesso casuale e tra le varie tipologie troviamo la RAM

·  La RAM 

·  ha la capacità di leggere e scrivere dati in modo semplice e veloce grazie a segnali elettrici

·  è volatile, ovvero necessita di continua erogazione di energia elettrica altrimenti si ha la perdita dei dati  ( è adatta per una memoria temporanea

·  RAM dinamica
·  è formata da celle che conservano i dati sotto forma di carica elettrica su condensatori
·  la carica sui condensatori si dissipa nel tempo causando il cambiamento di un 1 in uno 0 ( sono richiesti aggiornamenti (refresh) periodici per conservare dati

· RAM statica

·  I bit sono memorizzati per mezzo di configurazioni di porte logiche di tipo flip-flop

·  I dati vengono conservati finché viene fornita corrente elettrica

· Confronto tra RAM dinamica statica 

·  Sono entrambi volatili

·  Una cella dinamica è più semplice e più piccola di una statica ( quindi una memoria dinamica è più densa e meno costosa di una memoria statica delle stesse dimensioni 
·  Una memoria dinamica richiede circuiti di supporto per l’aggiornamento che hanno un costo fisso che diventa meno oneroso se dimensione è maggiore 

· Generalmente una memoria statica è più veloce di una memoria dinamica.

Read Only Memory (ROM)

· Contiene un insieme di dati che non può essere modificato

· Viene usata per la microprogrammazione o, talvolta, per librerie di sottoprocedure per funzioni di uso frequente, programmi di sistema, tavole di funzioni

· ROM

·  I dati sono cablati nel chip durante il processo di fabbricazione 

·  il procedimento di inserimento dati è piuttosto costoso e in caso di errori non è possibile operare correzioni

· PROM – Programmable ROM

· I dati vengono scritti una sola volta in una fase successiva a quella di fabbricazione

· È più flessibile e conveniente nel caso di produzione di piccoli quantitativi

· EPROM – PROM cancellabile

· È letta e scritta elettricamente

· Prima di una operazione di scrittura tutte le celle devono essere cancellate per mezzo dell’esposizione a raggi UV tale procedimento può richiedere molto tempo (anche 20 minuti)

· EEPROM - PROM cancellabile elettricamente

· può essere riscritta molte volte senza dover cancellare i dati già presenti

· l’operazione di scrittura è più lunga di diverse centinaia di microsecondi rispetto ad un’operazione di lettura

· fornisce il vantaggio della non volatilità e la flessibilità di poter essere aggiornata rimanendo all’interno del sistema utilizzando le linee di bus

· Memoria flash

· Simile alla EEPROM per la cancellazione

· Cancellazione veloce e anche a blocchi

ORGANIZZAZIONE

· La memoria a semiconduttore è fornita in chip ognuno contenente una matrice di memoria

·  Uno dei principali elementi di progettazione è il numero di elementi che possono essere scritti/letti alla volta:

· disposizione fisica delle celle nella matrice uguale alla disposizione logica: un chip da 16 Mbit può essere organizzato in 1 M di parole da 16 bit

· nell’organizzazione un-bit-per-chip i dati sono scritti/letti un bit alla volta; un chip da 16 Mbit può essere organizzato in 16 M di parole da 1 bit

Logica del chip: esempio di organizzazione di una memoria a 16 Mbit

· la matrice della memoria è organizzata in 4 matrici da 2048x2048

· gli elementi della matrice sono collegati da linee orizzontali e da linee verticali

· le linee di indirizzo forniscono l’indirizzo della parola da selezionare sono logW (nel nostro caso 11)

· per selezionare una delle 2048 righe le 11 linee indirizzo vengono date in ingresso ad un decodificatore la cui logica permette di attivare un’unica linea

· ulteriori 11 linee indirizzo selezionano una delle 2048 colonne ognuna di 4 bit

·  4 linee di dati sono impiegate per l’ingresso e l’uscita di 4 bit da e verso il buffer dati

· poiché solo 4 bit sono letti o scritti su questa DRAM per leggere o scrivere sul bus una parola dati più DRAM devono essere collegate al controllore di memoria 

· la giusta temporizzazione e la corretta utilizzazione di segnali di controllo permette di utilizzare solo 11 linee di indirizzo (invece delle 22 richieste 

· il multiplexing degli indirizzi e l’uso di matrici quadrate permette di aumentare di un fattore 4 la dimensione della memoria con l’aggiunta di una sola connessione.
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Figure 4.4 Typical 16 Megabit DRAM (4M  4)




Organizzazione dei moduli: esempio di memoria 256 Kbyte (parole da 8 bit) con chip di RAM contenenti 1 bit per parola

·  se un chip contiene un solo bit per parola servono un numero di chip pari al numero di bit di ogni parola

·  sono necessari indirizzi a 18 bit

· ogni indirizzo viene presentato ad 8 chip organizzati in 256 K x 1 bit

· va bene se la dimensione della memoria è pari al numero di bit per chip altrimenti serve una matrice di chip
· per memoria da 1 M di parole da 8 bit: 4 colonne di chip, 20 linee di indirizzo: 18 vanno a tutti i 32 moduli e 2 servono per selezionare il gruppo.
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MEMORIA CACHE

La memoria cache è un componente critico della gerarchia di memoria:

· è di dimensioni piccole se confrontata con la memoria principale

· opera alla velocità della CPU (o molto vicino)

· è molto più costosa della memoria principale

· contiene copie di sezioni della memoria principale

Interfaccia cache – memoria principale 

Quando il processore prova a leggere una parola in memoria:

· si controlla se la parola si trova nella cache e in tal caso viene consegnata al processore

· in caso contrario viene trasferita nella cache una sezione (formata da un numero fissato di parole) della memoria principale   e la parola viene consegnata al processore
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Quindi:

· un accesso in memoria causa il trasferimento di K parole nella cache 

· la CPU può accedere a singole parole di un blocco 

Consideriamo un sistema cache-memoria principale; si ha:

· la memoria è formata da 2n parole ognuna individuata da un indirizzo di n bit e

· viene considerata formata da blocchi contenenti K parole ciascuno cioè la memoria è formata da M=2n/K blocchi

· la cache è formata di C linee di K parole e il numero di linee è molto minore del numero di blocchi C<<M

· ogni linea deve essere etichettata per identificare il modulo memorizzato: la linea di dati e il tag vengono memorizzati nella cache

Elementi di progettazione della cache

I principali elementi di progettazione per classificare e distinguere le cache sono:

· dimensione della cache 

· funzione di corrispondenza

· algoritmo di rimpiazzamento

· politica di scrittura 

· dimensione di una linea (blocco)

· numero di cache

Dimensione della cache

· memorie cache piccole per il costo e per evitare che un elevato numero di porte coinvolte nel suo indirizzamento le renda più lente
Funzione di corrispondenza

· poiché C<<M serve un algoritmo per far corrispondere blocchi di memoria a linee dicace e per determinare quale blocco sta occupando una determinata linea di cache

· la scelta della funzione di corrispondenza influenza l’organizzazione della cache 
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· Ci sono tre tecniche principali:

· diretta 

· associativa 

· set-associativa

Corrispondenza diretta

· Associa ad ogni blocco di memoria principale una sola possibile linea della cache

· La funzione di corrispondenza è espressa come:

i = j mod C 

con
i = numero della linea di cache



j = numero del blocco

esempio: se M = 64 e C = 4

linea 0 contiene i blocchi 0, 4, 8, 12, …

linea 1 contiene i blocchi 1, 5, 9, 13, …

linea 2 contiene i blocchi 2, 6, 10, 14, …

· Ogni indirizzo di memoria principale può essere visto come formato da tre campi:

- identificatore di parola specifica la parola (o l’unità indirizzabile) da leggere in una linea di cache

- identificatore di linea specifica la linea fisica che contiene l’indirizzo richiesto 

- identificatore di tag: l’etichetta viene memorizzata in cache con le parole della linea e permette di determinare la linea che contiene la parola e di controllare che la linea contenga il giusto blocco di memoria
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Esempio:

· la cache può contenere 64 Kbyte
· i dati sono trasferiti in blocchi di 4 byte quindi la cache e formata da 16 K = 214 linee di 4 byte l’una 

· la memoria principale è formata da 16 Mbyte; 

· byte indirizzati con 24 bit (224= 16M) ( la memoria principale è formata da 4M blocchi di 4 byte l’uno

· si ha:

- 14 bit dedicati al numero di linea

- 8 bit per tag (confronto con il tag presente)

· 2 bit per indicare uno dei 4 byte della linea

Vantaggi della corrispondenza diretta

· facile da implementare

· non costosa da implementare 

· facile determinare dove trovare in cache un riferimento della memoria principale 

Svantaggi della corrispondenza diretta

· ogni modulo di memoria è associato ad una specifica linea cache

· per la località delle referenze è possibile che ci si riferisca a blocchi associati sempre alla stessa linea

· tali blocchi sono scambiati continuamente abbassando la percentuale di successo
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