Building a ML
system
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Traditional Programming

Data
Program

Output

Machine Learning

Data Program

(Model)

Output

Def: «A computer model is an abstract mathematic representations (some f(x) ) of a real-world event, system, behavior, or
natural phenomenon (x). A computer model is designed to behave just like the real-life system. »



Example
Traditional Programming

INPUT (DATA)

Your web site OUTPUT

List of vulnerabilities

PROGRAM ‘a'
Vulnerability management software

Machine Learning

INPUT (DATA):

List of moves of
chess game players PROGRAM (MODEL)
A program that can play

chess

OUTPUT:
Outcomes of games
(win/defeat/parity)




ML systems: Design cycle
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collection A I ' \

nw O - C 7O ®d® T

O
—
0
Data
Cleaning
and
transforma Feature
tion construction

Designing/selecting a ML algorithm (to learn a «model»)
IS jJust one step of a very complex pipeline

Model generation

Model selection:
ATraditional (non-
deep) models

ADeep models

Hyperparameter
optimization

Model
evaluation




Data_ Which data, what for?
preparation

Where do | find my

Data
preparation

data?

Are they ready for
analysis?




Data are the fuel of machine learning 1 the success of specific
algorithms often depend on the data they use (e.g., convolutional
neural netyworks are very effective on image data, long-short term
memory LSTM are tuned for sequential data like sensor signals,
sequences of events..)

W h I C h Not only the type of data matters, but also the quantity and quality,
and how we represent it
data, what
for?

More often, heterogeneous types of data are needed




S El YIJ Sy ‘'uw & x C\r.".x ~

A |
" " " Genomics
riIsk prediction
Health Records
+ Environmental
Social
A ‘ ’ *
- o
S.evera_typeSOf data Metabolomics @fj
I  Patientshealthrecords(tableg " N— ——
I Info onmedicationgprescriptionsandtheir N\
effect (tablesor texts) 1L - e
I Behaviouratiata Gignalfrom sensor$ - / ki A cibeosié il
_l_ Social datatexts, images) Transcriptomics Differential diagnosis
|  Biological geneticdata trngs networks) E' OB0 |
I Clinicaltests(text, images) ‘ o Trestment Optimization
A Severakformats» oo/l
I Tablegcsvfiles) Medications
I Graphgmatrixeg -
I Unstructured suchastext, signalsvideos \j
audio..

T X




Wheredo |
find my

data?

A Lots of publicly available and legacy data:

Social datgsocial networks, blogs): to mine user opinions,
trending topics, market forecasts

Sensors datgsignals from devices e.g. vending machines,
packages, wearable devices, sensor networks..): to detect
anomalies (remember Magpie vaccines), learn trends..

Clickstream datdcliklogs of web sites): for traffic and e
commerce analysis

Environmental data(geolocations, metereological data): to
produce recommendations, supply chain, market forecasts..
Images, videos, signa(snedical imaging, landscapes,

portraits): to detect anomalies, security, fraud detection..

Audio (speech, sound): to mine opinions, fraud detection,
environmental analysis



Are data ready
of analysi®

(formatting
problems

A Most of the timethey are NOT

i notin areadilyprocessabldormat,
suchasimagessignals text

A Oftenheterogeneousiata can be
convertedinto a simplestform,
suchastables

A In some casaye canalsoprocess
data «asthey are» (e.g.pixel9

A «representation learning is
aboutfinding the best
representation forour data
(giventhe objectivesof data
analytics)



https://dl.acm.org/doi/10.1145/3331174

Are data ready
for analysi®
(cleaning and

transformation)

Data may need a lot of cleaning
(transformations):

AGet rid of errors, noise
ARemoval of redundancies

Data may need a lot of preprocessing:

ARenaming
ARescaling
ANormalization
ADiscretization
A Abstraction
AAggregation
ANew attributes

Will see later (next lessons and in labs)
examples of data preprocessing




Tabledmatrixeg are the simplest shapeof datag although
veryrarelydata areprovidedin this ready-to-use format

Data set Features, attributes, dimensions,

variables, descriptorsé .

Class, prediction,

output..
>
o =

Customer IC  [AGE INCOME EDUCATION | DEFAULT
ID1

oz
ID3
ée
ID1348

" :
Entity, Feature vector, Instance,

Object, Recordé

Example: (excerpt of) historical data on bank customers who applied for credit. The «DEFAULT» attribute
tells us if they have been defaulters or non defaulters. ML task is learning to predict future defaulters to inform about
the risk of granting a credit to a new customer.



Feature
engineering

Feature
engineering

ea ure
selection

Feature
construction
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Often we use dimensionality reduction: algorithms to
compress low level features into higher level
«semantic» descriptors (e.g., from words to sentiment)




Example (feature identification)
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Doug Ford & @fordnation - 7h

I’ll be joining.my friend @jkenney in Alberta next week. .Jason has been worklng
tirelessl @ he federal carbon tax, and | am{proud Yo say that Ontario will
stand with Albertans wh oppose h|n burdensomge tax on families

’ and businesses. #abpoli #onpoli official

law and econ = great class
learned abt coase and torts and

Will the gov refund the taxes?

happens if AlG repays the loans?

alous of

those of you going maybe next
year feeling the need to paift

injury (wew) #gawmal #cot (view) something (view)

at least | am sitting in the sun T South Fayette to hold the line on my speck package came

preparing for taxes - that's the ” ', property taxes: South Fayette today . that i have to

good news (view) el SChool administrators last night 30% taxes at the dutyoffice g?'
proposed a $31 (new)

@johnchow if you have a friend
into import/export.. you can ;) you
just need to pay for the import
taxes and stuff . ;) but still cheap!

d (view)

http:/tinyurl com/cbvwnms (view)

i http //cligz com/us headlines
OB /c/9221 html - Congress Looking

at New Taxes on AIG Bonuses

apparently, majonty of those
losing jobs are in the private

(vew)

yeah, i know aig execs are
. but there's something
when govts create new
taxes just to hound a handful of

people. (view)

South Fayette to hold the line on

@codeape_ did you just do your




Classification
of ML
algorithms

Types of learning
(whether or not we learn
from past experiences)

Types of predictions (what
kind of

(the model f(x)) we learn)




Model
selection

Model generation

Model selection:
« Traditional(non-
deep) models

» Deep models

Hyperparameter
optimization

ARemember: model learning= devising an
algorithm (implemented with a program) to
learn a function (the model)

AFour categories of ML algorithms:
ASupervised (inductive) learning

ATraining data includes (correct/desired)
outputs

A Unsupervised learning

A Training data does not include output
labels

ASemi-supervised learning

A Training data includes a few output
labels

AReinforcement learning
A Rewards from a sequence of actions



Types of learning

(Data with labels) (Data without labels) (States and actions)

Input data paired Input Input
with output labels

. . Unsupervised Reinforcement
. Supervised learning learning learning _
) =5
& S
Reinforcement
Compare with f(x) i
f(x) X :
the correct output ) ¢ Evalu:_:mon
values function
Output Qutput Qutput

A program that,
given a task (e.g.
driving from A to B),

A program that
partitions input into
clusters, and given a

A program that,
given a new (unseen

unlabeled) input




Typesof MLpredictionfunctions

Output function: DISCRETE Output function:
Objective: find boundaries CONTINUOUS
Example: will the weather Obijective: best-fit curve
tomorrow be CLEAR or Sl wirei el [
CLOUDY? xample: what will be the
temperature tomorrow?
Classification Regression
temperat .. ;
ure .
e,
o

- © . s
The term «predictor» indicates

either a classifier or a regressor



Characterrecognition classifier
)
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Input are characters, need to learn a function that gets a character in input and returns
«A» «B» or »C» (here we see a complex function that consists in lines that identify regions)



Financiaforecasting regressors

Prediction of the Google Stock Price using the Prophet
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Input are the price values of a stock, need to learn a function that predicts future values.
The blue line is the learned f(x), trained over historical data; the light blue strip model the uncertainty.



The learned black line (f(x))

identifies two regions (it ssification Regression
IS a «separator»). Points
above the line will be classified . Note: The learned function
differently fom those below .
® o may not be linear

~— ® ¢ o4

The yellow line f(x) is a regressor. It is a function
the will predict future values of the blue points

Binary classification: Multi-class classification:
A
X In case of classification,
>><( X multiple values are allowed
X2
QOO (e.g., high-risk, medium-risk,
O low risk rather than binary decision)
e




Workflow of Supervised ML

LEARNING PHASE

machine

\ learning
extractor

]
- feature
Regression
HEEEEEN
. extractor MOGE!

N

PREDICTION PHASE



Example: cardiovascular risk prediction
(Is a Ltlent at risk of a heartattak?)
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| Physicians, , clincians E L
4 + o :> ieip
~N
| Laboratory data L Hospitals )
I Electronic healthcare record l

) 2.
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ssssssss —— | Radiology reports |
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Vital signs
—

During the training phase, a machine learning algorithm use
Pg{ g vu wglstories ghle painind set) to learn
a classification model.

During the prediction phase, the model computes a function
f(x) that, given an instance X (in our case, a gene with its
descriptors), generates a labely = f(x) (Y, N or U in this
example)



Supervised Learning definition

A Given examples ;,y;) of anunknown function y = f(x)
Learn f(x) to predict its values for unseen examples x

0 If f(x) isdiscrete: Classification.Problem

0 If f(x) isalgebraic (continuous ): Regression Problem
(Neural Networks)

0 If f(x)represents Probability (x): Probabil

Input with labels ———— —  Pr(f(x)= yes)=0.67
selected input!

Estimation




Supervised
ML

algorithms

that we will
Introduce

ADiscrete Classifiers:
ADecision Trees
ADecision Forests
AsvMm

AContinuous (Regression) Classifiers:
ANeural networks

AProbabiIity estimators:
ANaive Bayes

AEnsambles (combine many
predictors)



Workflow of Unsupervised ML

] L

Uu | uz| wky}pzkj skgyupun_ jg{g gyk | usghk
One common type of unsupervised learning isclustering . The algorithm
t| z{ skgyu g tvjks {v nyv|w puz{guikz gi.|
vk igsskj " is|z{kyz _
During the training phase, the system learns the clusters (model)
A During the prediction phase, the system assigns any new, unseen
Instance to a cluster (output is a class label, or a probability)



