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system
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Def: «A computer model is an abstract mathematic representations (some f(x) ) of a real-world event, system, behavior, or 

natural phenomenon (x).  A computer model is designed to behave just like the real-life system. »



Example

INPUT (DATA): 

Your web site

PROGRAM: 

Vulnerability management software

OUTPUT: 

List of vulnerabilities

INPUT (DATA): 

List of moves of 
chess game players

OUTPUT: 

Outcomes of games 
(win/defeat/parity)

PROGRAM (MODEL): 

A program that can play 
chess

Computer

Computer
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Model selection:

ÅTraditional (non-

deep) models

ÅDeep models

Hyperparameter

optimization

Model generation

Model 

evaluation

ML systems: Design cycle

Designing/selecting a ML algorithm (to learn a «model») 

is just  one step of a very complex pipeline
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Data 
preparation

Which data, what for?

Where do I find my 
data?

Are they ready for 
analysis?



Which 
data, what 

for?

Data are the fuel of machine learning ïthe success of specific
algorithms often depend on the data they use (e.g., convolutional
neural netyworks are very effective on image data, long-short term
memory LSTM are tuned for sequential data like sensor signals, 
sequences of events..) 

Not only the type of data matters, but also the quantity and quality, 
and how we represent it

Often the same type of data can be represented in different ways 
(amenable for exploiting the features of different algorithms)

More often, heterogeneous types of data are needed



9ȄŀƳǇƭŜΥ ǇŀǘƛŜƴǘǎΩ 
risk prediction

Å Severaltypesof data
ï Patientshealthrecords(tables)
ï Info on medications/prescriptionsand their

effect (tablesor texts)
ï Behaviouraldata (signalsfrom sensors)
ï Social data (texts, images)
ï Biological/geneticdata (strngs, networks)
ï Clinicaltests(text, images)

Å Several«formats»
ï Tables(csvfiles)
ï Graphs(matrixes)
ï Unstructured, suchastext, signals, videos, 

audio..
ï Χ



Wheredo I 
find my
data?

Å Lots of publicly available and legacy data:

ï Social data (social networks, blogs): to mine user opinions, 
trending topics, market forecasts

ï Sensors data(signals from devices e.g. vending machines, 
packages, wearable devices, sensor networks..): to detect 
anomalies (remember Magpie vaccines), learn trends..

ï Clickstream data(cliklogs of web sites): for traffic and e-
commerce  analysis

ï Environmental data (geolocations, metereological data): to 
produce recommendations, supply chain, market forecasts..

ï Images, videos, signals(medical imaging,  landscapes, 
portraits): to detect anomalies, security, fraud detection.. 

ï Audio (speech, sound): to mine opinions, fraud detection, 
environmental analysis



Are data ready 
of analysis?
(formatting
problems)

Å Most of the time they are NOT: 
ï not in a readilyprocessableformat, 

suchasimages, signals, text
Å Oftenheterogeneousdata can be 

convertedinto a simplestform, 
suchastables

Å In some case, we can alsoprocess
data «asthey are» (e.g., pixels)

Å «representation learning» is 
about finding the best 
representation for our data 
(giventhe objectivesof data 
analytics) 

https://dl.acm.org/doi/10.1145/3331174


Are data ready 
for analysis?
(cleaning and 

transformation)

Data may need a lot of  cleaning 
(transformations): 

ÅGet rid of errors, noise 

ÅRemoval of redundancies 

Data may need a lot of preprocessing:

ÅRenaming

ÅRescaling 

ÅNormalization

ÅDiscretization

ÅAbstraction

ÅAggregation

ÅNew attributes 

Will see later (next lessons and in labs) 
examples of data preprocessing



Tables(matrixes) are the «simplest» shapeof data ςalthough
veryrarelydata are providedin this ready-to-use format

Customer ID AGE INCOME EDUCATION DEFAULT

ID1 27 30.000 YES 1

ID2 50 45.000 NO 0

ID3 60 46.000 YES 0

éé

ID1348 32 55.000 YES 0

Data set Features, attributes, dimensions, 

variables, descriptorsé.

Entity, Feature vector, Instance, 

Object, Recordé

Class, prediction,

output..

Example: (excerpt of) historical data on bank customers who applied for credit. The «DEFAULT» attribute

tells us if they have been defaulters or non defaulters. ML task is learning to predict future defaulters to inform about

the risk of granting a credit to a new customer.



Feature 
engineering

The descriptors (features) of our data can be too many
(e.g. the words of a document archive) in general, or for 
the objectives of our analysis

Feature identification and engineering is about finding 
the best descriptors

Often we use dimensionality reduction: algorithms to 
compress low level features into higher level 
«semantic» descriptors (e.g., from words to sentiment)

Will see in dedicated lessons



Example (feature identification)

`gzr̰ jk{kytpuk {ok ̾zku{ptku{̿ vl `~p{{ky 
messages ï~k jvu͂{͂ ukkj {v ivuzpjky gss ~vyjz̴



Classification 
of ML 

algorithms

Types of learning 
(whether or not we learn 
from past experiences)

Types of predictions (what
kind of prediction function
(the model f(x)) we learn)



Model 

selection

ÅRemember: model learning= devising an 
algorithm (implemented with a program) to 
learn a function (the model)

ÅFour categories of ML algorithms:

ÅSupervised (inductive) learning

ÅTraining data includes (correct/desired) 
outputs 

ÅUnsupervised learning

ÅTraining data does not include output 
labels

ÅSemi-supervised learning

ÅTraining data includes a few output 
labels

ÅReinforcement learning

ÅRewards from a sequence of actions



Types of learning

Compare with 
the correct output

values

A program that, 
given a new (unseen, 

unlabeled) input, 
predicts the output 

label

A program that 
partitions input into 

clusters, and given an 
unseen instance, 

assigns it to one or 
more clusters

A program that, 
given a task (e.g. 

driving from A to B), 
provides a strategy
(set of actions) to 
execute it at best

Evaluation 
function

Input data paired 
with output labels

Input Input

f(x)

x x
x

f(x)f(x)f(x)f(x) f(x)



Typesof  ML predictionfunctions
Output  function: DISCRETE

Objective: find boundaries

Example: will the weather

tomorrow be CLEAR or 

CLOUDY? 

Output function: 

CONTINUOUS

Objective: best-fit curve

Example: what will be the 

temperature tomorrow? 

humidity

temperat

ure

humidity

temperat

ure

The term «predictor» indicates

either a classifier or a regressor



Characterrecognition: classifier

Input are characters, need to learn a function that gets a character in input and returns

«A» «B» or »C» (here we see a complex function that consists in lines that identify regions)



Financial forecasting: regressors

Input are the price values of a stock, need to learn a function that predicts future values. 

The blue line is the learned f(x), trained over historical data; the light blue strip model the uncertainty.



Note: The learned function

may not be linear

In case of classification,

multiple values are allowed

(e.g., high-risk, medium-risk,

low risk rather than binary decision)

The learned black line (f(x))

identifies two regions (it

is a «separator»). Points

above the line will be classified

differently fom those below

The yellow line f(x) is a regressor. It is a function

the will predict future values of the blue points



Workflow of Supervised ML
LEARNING PHASE

PREDICTION PHASE

Regression

model
value



During the prediction phase, the  model computes a function 
f(x) that, given an instance x (in our case, a gene with its 
descriptors), generates a label y = f(x) (Y,  N or  U in this 
example)

Example: cardiovascular risk prediction 
(is a patient at risk of a heart attak?)

During the training phase, a machine learning algorithm use
Pg{g vu wgz{ wg{pku{z͂ hystories (the training set) to learn 
a classification model .

Machine 
Learning
Algorithm

MODEL



Supervised Learning definition
ÅGiven examples (xi,yi) of an unknown function y = f(x) 

Learn f(x) to predict its values for unseen examplesx

ỏIf f(x) isdiscrete : Classification Problem

ỏIf f(x) isalgebraic (continuous ): Regression Problem
(Neural Networks)

ỏIf f(x) represents Probability (x): Probability Estimation

f(x)= yesf(x)= 1,307Pr(f(x)= yes)=0.67Input with labels
Sup.
ML

bƻǘŜΥ ǿŜ ŘƻƴΩǘ ƪƴƻǿ ǘƘŜ 
function, of course, but 

only the VALUES for 
selected input!



Supervised 
ML

algorithms 
that we will 
introduce

ÅDiscrete Classifiers:

ÅDecision Trees

ÅDecision Forests

ÅSVM

ÅContinuous (Regression)  Classifiers:

ÅNeural networks

ÅProbability estimators:

ÅNaïve Bayes

ÅEnsambles  (combine many 
predictors)



Workflow of Unsupervised ML

Uu |uz|wky}pzkj skgyupuṉ jg{g gyk |usghkskj̮ Zv ̾nyv|uj {y|{o̿ pz wyv}pjkj̮ 
One common type of unsupervised learning is clustering . The algorithm 
t|z{ skgyu g tvjks {v nyv|w puz{guikz giivyjpun {v {okpy ̾zptpsgyp{¡̮̿ Syv|wz 
gyk igsskj ̾is|z{kyz̮̿
ÅDuring the training phase, the system learns the clusters  (model)
ÅDuring the prediction phase, the system assigns any new, unseen 

instance to a cluster (output is a class label, or a probability)


