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Abstract— The paper presents IRIS, an Integrated Routing and order to work, whereas solutions such as [3] do not require

Interest dissemination System for wireless sensor netwosk The such knowledge.
D 0 e, CeoIe0 0 A ST ve 2, I this paper we present IRIS, an Integated Routng and
Ryoutingp towards the sinf< is yackrl)ieved by explpoiting hop couynt Interest d'ssemmat'on Sy_stem for. erel_ess_ sensor network
information which is proactively distributed during the in terest Where data gathering and interest dissemination operataico
dissemination phase. Node densities are locally and dynacgilly —rently and are assisted by neighbor estimation and awd&efas
estimated at each node and exploited at the MAC layer by means algorithms for improved efficiency. Towards this end, we -con
tha cost bgsﬁd %mbﬁb'"sm‘i SChfmt?]- A.Cfss"ayelr “t)“é”"gAgd sider most of the above issues and related schemes and we
f‘gdirger'essofrégi (mcleﬁ"{g aeynsergy :ngmquglrjee Sgc?:ﬁp?anq?)s.h@ 0integrate them in a coordinated manner. Sleeping cyples are
proposed solution is a step towards the definition of comple; accounted for to prolong the network lifetime, whereas dgns
self-adapting and autonomous sensor network systems. estimation is carried out to assist the operations perfdrme
by both MAC/routing and interest dissemination schemeg Th
result of our work is a set of on-line, self-starting and adafe
|. INTRODUCTION algorithms for interest dissemination and informatiorriezal
in wireless sensor networks.

In the last few years, wireless sensor networks have enjoyedrhe paper is organized as follows. We start describing the
an extremely high popularity in the research community [JRIS framework in Section Il. The system is composed of
[2] [3] [4] [5] [6]. These works range from data disseminatio several cooperating schemes, namely, sleeping behawitroto
algorithms [3] [4] to channel access techniques [2] [S] []lds (Section 1I-A), density estimation algorithms (SectionBl),
well as interest dissemination protocols [1] [8] [9] andgiéior integrated MAC and routing (Section II-C) and an interest
estimation algorithms [7]. In [1] the authors propose dieec dissemination protocol (Section II-D). In Section II-E wetline
diffusion, where interests are first disseminated by flogdite how these mechanisms inter-work. Section Il illustrateser-
network, and subsequently used to build routes towardsdte dformance evaluation of our approach. We draw our conclssion
gathering node (sink). Further work on interest dissenonat in Section IV.
protocols can be found in [8] and [9], where more refined
techniques are proposed to lower the energy consumption and I1. DATA DISSEMINATION FRAMEWORK

the overhead imposed by flooding without affecting its telity The techniques we propose for wireless sensor networking
(successful delivery of the interest packet to the sensdeslo span from awake/asleep scheduling protocols to interest di
As an additional tool to increase energy efficiency, in [2 thsemination methods, MAC/routing schemes and estimation of
authors concentrate on the study of a channel access sch@fgenumber of neighbors of each sensor node. We stress that
which aggressively exploits the node sleeping behaviotaDahese techniques operate in an environment characteriged b
delivery protocols (network nodes sink) can be found in [3] awake/asleep cycles (see Section II-A) and are activateshwh
and [4], where the authors exploit geographical coordmate actually needed. Each sensor communicates with its neigitho
devising integrated MAC and routing protocols for wirelesgodes in three cases: 1) to send a data packet towards the sink
sensor networks with awake/asleep sleeping cycles. Finaliode, 2) to propagate an interest (broadcast communidatimh
recent papers [5] [6] [7] focus on refined MAC procedures arg) to estimate the number of neighbors (local density). €hes
on the estimation of the number of neighbors (local density) three tasks are interleaved during the node lifetime ani the
each sensor node. We note that previous work mainly focusgstings may be dynamically changed according to the node
only on some aspects of the whole system, by either addtessigquirements. For instance, we might dynamically decide th
the forward (interest dissemination) or backward (datavelBf) |ength of the interest and density estimation proceduresrde
communication phases, without considering them together. ing to the percentage of nodes that we intend to reach and the
tegrating these two phases poses some challenges. Forlexanggsired estimation accuracy, respectively. We note thasitle
solutions for interest dissemination such as [9] requie¢ #ach estimation is needed by all the protocols that we integrate
node knows its neighbors and their awake/asleep schedulgnnour framework. Estimation procedures consume resources
in terms of time and energy. However, as we demonstrate in
This material is based upon work partially supported by tH&/Rlinterna-  Section |, our schemes are robust to estimation errorsghvh

tional FIRB RBIN047MH9, the EU Integrated Project e-SEN$EI(4-027227- ; : : :
IP) and the EU Integrated Project AEOLUS (FET-15964). We hidike to  T€@ns that estimating the number of neighbors with an efror o

thank Prof. Stefano Basagni for the insightful discussidmsng the manuscript @PProximately50% in many cases suffices to achieve very good
preparation. performance.



Channel Access Success

neighbors can be activated on demand, periodically, or when
certain events occur.

In this section, we present an estimation procedure for the
total number of nodes within coverage of a given target node.
| CnamelSorse _Comtemion DayCye ! Each node is allowed to turn on and off its radio according to a
‘ [ § L duty cycled, which is assumed to be common to all nodes in the
e E—— network. The problem to be solved is to precisely estimage th
‘ . sewDwowle ‘ total number of nodes within coverage, includibgth awake
il — ! TR s = and seeping devices. To this end, we implemented an iterative

t ‘\‘ “““ 1‘_ N estimation procedure as follows. The estimation algorithex-
busy S g ot et ecuted in rounds; for analytical purposes, we assume thati®
are sufficiently separated such that the sets of active neldies
Fig. 1. Nodes sleeping behavior are sampled at each estimation round can be considered to be
statistically independent. Note that, due to such an assamp
A. Seeping behavior each node is found to be in the active state in each round with
bability d, independently of the past sampling history. At

;

Sleeping modes are implemented to reduce energy consumif h S @ d th d h b ¢
tion and prolong network lifetime. When a node does not haf&ch estimation round the target node counts the number o

data traffic to send. it follows the so called basic sIeepirﬁftive nodes within coverage. This can be achieved using/kno

behavior. According to the basic algorithm, a given nodédeis h uItipIicityl estim_ation aIgori;]hms. hTOf.thiS end, whe corﬂd
time into periods of” secondsgeeping cycle periods). At the N€re two alternative approaches. The first approach, ¢sp

end of every sleeping cycle it randomly picks a real numbginary Tree Estimation (EBT) scheme proposed in [7]. This
to € [0,T(1 - d)], whered > 0 is the duty cycle (Fig. 1). scheme uses a binary tree search and allows for both a ceamplet

During the subsequent sleeping cycle, the node will sleep f%ounting Of. the in-rgnge devices as we_II asa partial cogntin
the firstt, seconds, after which it will wake up and remain in th the partial counting case, the algonthm prowples_ ema
active state (listening to the wireless medium) fai seconds, or the.tota! number of in-range ne|g_hbors and |nd|cat|9hs 0
and then it will go back to sleep up to the end of the sleepirli e estimation errors. Hence, one _mlght use the algorl_thm to
cycle. Note that sleeping cycles at different nodes are n her countall active in-range devices or continue until the
synchronized. The sleeping mode dynamics are slightlygiifit esired estimation accuracy Is reached. In_ the present, work
when a node has data to send. In our work, we adopt a CSMAE consujer the f|rs'g option (pomplete counting), and ledee t
based MAC. Hence, before sending its data a node first sen@é@sngaﬁ'c’tﬂ ct>f part|z|all ch?ﬁrﬂ)tg\?vfor future_ stuldy. T?e a;eg q
the channel to detect ongoing transmissions. If the chaisnefPProach, that we ca » USES a Simplé protocol base
sensed idle, then the node starts the channel contentidn Wif' @ contentlon_wmdow as follows. _The inquirer (target r)ode_
its active neighbors in order to elect a relay node. The nan;”ﬁ thedc%untlng_p(;ocedL;Ir/Ie/ st_endm?ta ROEQ mes_s_age,thwhlch
remains active during the whole channel contention unelay EEO owe h y 3 win ((;W OI . |Ir(ne S OIS;[ h g rece&/;ng de
node is finally elected and the packet forwarded. The coiatent Q €ach node randomly picks a siot Inz,..., W an
follows the procedure described in Section 11-C. After tiaeket replies with a short packet (whose transmission time fits ihé

transmission, the node resumes the basic sleeping prca:eldursmt duration) including its own identifier (id).. The integatqr
instead the channel is sensed busy, the node initializesladi& cqllects the number_ of succgssfully transmitted packetin
timer and follows the basic sleepiﬁg procedure until thiseti window and memorizes the ids of the related nodes. For each

expires. At the end of the back-off period, the node perfoamsSUbsequent estimation round, the window size is taken &®twi

new channel sense by repeating the procedure described.ab current estimate of the number of active neighbors. Note
If the channel is still busy, the node enters a new back-dfat EBT is more accurate than the window based approach

period, where the back-off duration is doubled with resgect escribed above as contentions are <_jistribL_|ted anng)b_ireHs
! which eventually consider each active neighbor within mEng

the previous attempt. We finally describe the sleeping behav . : e
for a cooperative node. We define as cooperative a node that Wathe Wmdo‘.’v base_d approach, |n§tead, C(.)”'S'O”S may away
gccur even if we increase the window size. Note also that

data to send, but may accept to relay traffic for a neighbomwh . . . .
a maximum window size has to be set for practical reasons.

it is asked to do so during a back-off period, i.e., after hgvi
unsuccessfully tried to access the channel to forward its o\wowever, as shpwn later, the WlND.OW .approa.\c.h for moderate
de densities is usually faster while still providing veygod

data. In this case, the node starts sensing the channelhwHl@ it
is found busy. As above, it starts a back-off timer and reum@sus- ) . )
the basic sleeping algorithm. If, however, the cooperativée We consider that a single estlma_tlon procedure lasts a given
is contacted by a neighbor before the expiration of this tjmdlumber of rounds. At every roundi = 1,2,...,r, we count

it accepts to help the inquiring node and participates in i€ number ofactive nodes within coveragek,, ks, ..., k;.
contention to forward its traffic. We begin the estimation procedure at roundAt the generic

estimation round > 1, the target node counts all active nodes
that, however, have not been yet counted in rounds. ..,i—1
(previous rounds). This is implemented as follows. Eachenod
As clarified in the next subsections, for proper operatiomust reveal its presence to the target (inquiring) node & th
many of the techniques considered in our approach requigg lofirst round: > 1 in which the node is in thective state and
node density estimates. Algorithms to estimate the numberthen must stay silent for all future requests belonging ® th

B. Node density estimation



60 \ \ Assume that the currently occupied node is nadéhat its

QN:S;S:%, - hop count is HGi) = n and that the forwarding process is at
50 B aot . staget € N, where time evolves one unit every decision stage
= WINDOW, d=0.1 o (i.e., every forwarding action). We defln&’i(@), Ni(n — 1)
5 T 1 anlei(n + 1), n € Nt as the sets of neighbors of node
s i@ ¢ with HC equal ton, n — 1 andn + 1, respectively. The
5§ 30 5 problem to be solved is to decide which is the best relay
g 7 o among the nodes in sef§;(n) and V;(n — 1). Nodes in set
a 200 Qoé N;(n + 1) are not considered as they very unlikely lead to
ky o6 q,0, satlsfacto_ry solutions [1_1]. In addition, at the cur_ren'deo’,
10 . \O@\@o 0. we associate a (normalized) caste [0,1] to each link(i, j),
. L e I Jj € Ni(n — 1) UNj;(n). These costs may be related to queue
#ms 1W0 A lengths (congestion), node residual energies, link stateerms

of success probability, etc. The specific cost function that
consider in our implementation is discussed in Sectionié
Fig. 2. Comparison of estimation procedures refer toj!_, € Ni(n —1), j5 € N;(n) and toc!,_,, ¢!, as
o the minimum cost nodes in sef¥;(n) and N;(n — 1) and
same estimation procedure (rourigisl, - - - , 7). Hence, at every their associated costs, respectively. We further dééinearding
roundi = 1,2,...,r, the target node detects a number of activgcle as the sequence of steps between the forwarding stage
nodesk, ko, ..., k.. Note thatk;s do not contain repetitions. where a node with hop countis reached for the first time and
That iS, kl will contain all nodes that were active in theth the Stage where a neighbor with hop count 1 is eventua”y
round but that were not active in all preViO’U—Sl rounds. After selected as re|ay_ That is’ a Cyc|e is the number of Stages it
r estimation rounds, we can use this information to cons@uctakes the packet to advance one hop towards the sink. We note
likelihood function as follows that, in order to minimize the delay, the optimal choice vabul
r — S be to always forward the packet towards ng¢e,. However,
L(n,ky,. .. ke d) =[] (n ]f(z)) d* (1—d)"~ 5% (1) when the gost of Iinl(i,jfl_pl) is high, it migf?’?mlake sense to
i=1 ! route the node towards nodé, with the hope that this node
wheren is the total number of nodes within coverage that weas a more convenient neighbor with a HC equalnte- 1.
need to estimate and In this way, we actually postpone the hop count advancement
(n — n — 1) to the next forwarding step. In mathematical

Number of estimation rounds, r

?71 =1 terms, the forwarding optiom — n — 1 is preferred when

S(i) = b i1 (2) c,_, <+ &, where€ is the expected minimum cost among
2; itz nodes with HCn — 1 at the next stageé+ 1. In the following,
=

we refine this concept by presenting the online optimal rapti

The maximum likelihood estimate fot, which we call@i, is policy in our settings. See [11] for further details and arfat
finally found asn = argmax,, L(n, k1, ks, ..., k., d). proof of its optimality. At every stage> 0, a decision has to be

As an example, in Fig. 2 we report the average estimatiomade on whether the packet has to be forwarded to fipdgor
error by considering the above analytical approach (AN)@s®l nodej’. The cost accumulated (assuming additive costs) from
[10] simulation of the EBT and WINDOW counting procedureshe beginning of the current forwarding cy€Il€;; (¢) is defined
The results are plotted for two typical values of the dutyleycas Cyo.(t) = Cpar(t) + ct,_1, whereCy,, () is defined as
d = 0.1 andd = 0.5 and confirm the validity of the estimator
and the goodness of both counting methods. Further regelts a 0 t<1

iven in Section IlI. _ )=
9 Crr) = VS k51 3
k=0

C. MAC and routing algorithm
. . - ... The minimum cost of all paths to a node with hop count 1
For the routing, we implemented SARA (Statistically Assibt encountered by the packet from stepto stept (the current

Routing Algorithm), proposed in [11]. Packets are routed t .

wards the sink node by exploiting hop count (HC) topoloéies%tep) is evaluated as follows
Hop counts are propagated and updated by every node during min e s

the interest dissemination phase according to a proceduilars Cioi" (1) = 0?,%& Crot (k) (4)

to the one in [9], where HC packets are disseminated acaprdin : . . .
to back-off intervals as in [12] (to minimize the coIIisionh Zag t?]ee ?JI(I)gvevinn [1slt]oth?rg thstztonlme optimal routing policy
probability and most importantly to reduce the number of ho%}) y g stopping
count estimates which need to be transmitted by each node).
As in [11], routing is modeled as a sequential decision psce
where at every decision stage a node has to take a specifioacti

i.e., to select the best relay node for the current transamiss ' nat is, at timet the packet is routed towards nogg , if
the inequality in set3; is verified [11]. Next, we summarize

By = {Xt SO () — Cpar(t+1) < 5} (5)

IHop counts are defined as the minimum number of transmis$@nsach
the sink from a given node when all nodes are awake. 2 We assume that the current cycle started at time



an integrated MAC/routing scheme, proposed in [13], whiahsually involves one-to-all communication which is iniée and
exploits the previous routing rule governed by the sink. However, we observe that broadcasting

1) Let the forwarding process currently be at nagdbaving data in sensor networks may be expensive and, at the same
HC(i) = n. Also, assume thaf""(t — 1) and C,.(t) time, challenging. In fact, due to the nodes’ sleeping b&tav
have been computed by this node (note: these values &¢gh must deal with a sparse topology where connectivity is not
be forwarded along with the packet). ensured at all times. In spite of this, however, good brosidca

2) Nodei begins the channel contention by transmitting algorithms should be able to reach all nodes in the network
REQn — 1,p = 0,N,7) to trigger a reply from all Wwithin a single flood, including those nodes that are asl&ep.
awake nodes in se¥;(n —1). N andp are the estimated achieve these goals, we adopt fieeworks approach presented
number of awake nodes and the estimated cost correlatior{9]. Fireworks is a simple probabilistic protocol whiclves
(initially set to 0) for the nodes in this set, respectivelynot require any overlay network to be set up in advance. If
The REQ contains a tabu lit carrying the identifiers of the forwarding probabilities are correctly configured, radides
the lasttabulen visited nodes. This list is used to avoidin the network are reached with high probability and with low
ping-ponging between nodes at the same HC distanceoverhead. In fact, Fireworks reduces the number of links ove
In addition, the REQ also includes the information needéghich messages are sent with respect to flooding [14] and
for the computation of the link costi, ;) at the receiving gossiping [8]. The analytical properties of the Firewor&seme
nodej € N;(n — 1). are detailed in [9] together with performance comparisons

3) Every awake nodg¢ € \;(n — 1) calculates a probability with respect to flooding and gossiping. Our interest here is
P, = P,(c(i,5),p, N), wherec(i,j) is the cost of link in implementing the approach in practice and integrating it
(i,7), andp and N are the estimates included in the REQ\Nith the for\_/vard data dissem_ination p_hase (sensor ne_des
P, is computed by means of the channel access functic$igk). The Fireworks protocol is an on-line scheme workisg a
in [13]. All nodesj € N;(n — 1) reply to the REQ with follows. The sink transmits to all its neighbors. Whenever a
probability P,. Whenj € T, P, is set to zero. Node node receives a new broadcast message, it re-broadcastdlit t
identifier and cost are included in every reply (REP). its neighbors with probability, while with probability 1 — p

4) The following three events can occuwnllision: multiple it sends it toc randomly selected neighborsis usually lower
nodes inN;(n — 1) reply to the REQ and no correctthan or equal ta [9]. Next, we present through an example how
reply is detected by node silence: no nodes reply; this is implemented together with on-line neighbor estiorat
success: a single node, say nodg:_,, replies to the algorithms. Lety; be the actual number of neighbors of a given
REQ. If eithercollision or silence occurs, the nodé sets nodei, where we include both active and sleeping nodes. Let
p < min(1, p+ Ap), transmits a REQ including the new?: be the current estimate of; at nodei. Upon receiving a
p, and the channel contention is continued from step roadcast message, nodewith probability 1 — p decides to
above. In case of a successful event, ngle, wins the send the packet to neighbors, where is a parameter of the
contention. algorithm. If ¢ > #4; the node sends the message to exactly

5) Nodei begins a further channel contention by sending neighbors, while ifc < 4; the node sends the packet to
a REQn,p = 0,N,T) addressing all awake nodes inc Of its neighbors, which are randomly picked. On the other
N;(n). This contention follows the procedure described ihand, with probabilityp the node sends the broadcast message
steps 2—4 with the only difference that nodes now include all (¥;) its neighbors. Note that this is achieved through a
the quantity€ in their REPs. We refer to the winner ofneighbor discovery phase, i.e., by exploiting either theTEB

this contention ag;:. or the WINDOW counting protocols. In practice, notistarts

6) C™(t) is obtained asCy%"(t) « min{C]%"(t — a new neighbor estimation/discovery round, by sending the
1), Cpar(t)+c(i, 5 _1)}. The relay node is finally selectedmessage to either the first or 4; neighbors that it counts
by using Eq. (5): nodej , is picked if (C7"(t) — Wwithin range, depending on the outcome of the coin tossing

Cpar(t) — c(i,5%)) < &, otherwise nodg is selected. _and on the va_lue th The Whole_ procgdure may be exet_:uted
The rationale is to shap®, according to the node costs in!n m_ulﬂple estimation rounds until 1) neighbors have recewed
order to promote low cost paths. That is, a node participa@? interest packe~t or 2) nodéhas successfully transm|tted_ the
in the channel contention to be the relay according to its oWerest packet toy; nodes. Note that in the above algorithm
cost, thereby promoting low-cost paths already in the MAtHterest d|ssem|nat|9n and neighbor estimation are impteed
access phase. The correlation estimaie also accounted for, in Parallel and as different tasks of the same protocol.
as the optimal channel access behavior depends on the de e;Fh
of similarity among node costs [13]. The scheme presented e IRIS System
above has been implemented to forward data packets toward§he IRIS system arises from the integration of the algorgthm
the sink, whereas the interest dissemination phase employsliscussed above. A diagram of its main functional blocks and

simple CSMA MAC scheme. their interrelations is plotted in Fig. 3. Data dissemioati
i o (sink — nodes) is achieved through the integrated MAC/routing
D. Interest dissemination scheme of Section II-C. According to this solution, the rteop

Algorithms for interest dissemination are a fundamental paowards the sink is elected by means of locally and dynatyical
of the overall network system. In fact, they are respondibte calculated costs aimed at weighing performance indicatoch
communicating control messages to all nodes such as the tggestate of the queues, residual energies, link qualitiBlR}S
of data to be sent to the sink and the QoS requirementsa® well as the advancements towards the sink provided by the
be met, i.e., how this data should be propagated. This aperatcandidate relay nodes. Estimates of the number of neigt{ors



IRIS percentage of consumed energy and queue occupancy. Hence,
Density N . rich nodes are more likely ek_ected as the next hops for data
Estimation | | ‘euting forwarding. The duty cycle period has been set t10.25 s and
nodes act in a cooperative way (see Section II-A). The initia

N\ %mmg interest dissemination is performed by using the Fireworks

I R based interest dissemination protocol (see Section II-) b
Dissemination consideringe = 4, p = 0.2. All the presented results are
¢ obtained averaging ovan0 experiments for each network size.

Fig. 2 and 4 show results concerning the estimation of the
local density. In particular, we considered a scenario wher
CChamersense - PHY nodes are randomly distributed within the transmissiorgean
~ Duty cycles of an inquireri. Both the EBT and WINDOW procedures have
been implemented for counting neighbors. Fig. 2 shows the
estimation error by varying the number of estimation rounds
Fig. 3. A diagram of the IRIS system and its main components. from 1 to 30. Both analytical (Eg. (1)) and simulation results are
) ] _ drawn when the duty cyclé is 0.1 and0.5. Simulation points
in the figure) are exploited by such a scheme to keep the lteRfysely match analytical results. Interestingly, the reation
experienced during channel contentions at a low value whil@ror obtained by simulating WINDOW is just slightly higher
minimizing the number of neighbors that unnecessarily @t than what predicted analytically. This is mostly due to the
for the channel. Estimates for the number of neighboringgsodgg|lisions, which are not captured by the analytical modiel.
are obtained through a density estimation algorithm thatt®a 5t due to colliding replies the inquirer underestimaties
executed either alone or jointly with the interest dissation ymper of active neighbors (leading to higher estimatioars}.
(sink — npdes)..The interest dissemination scheme ex,plollﬁJwever, this effect is substantially mitigated by the dep
local density estimatesN) to check whether the forwarding procedure adopted to set the window size. We also observe tha
rules of Section II-D are verified, i.e., when the packet hesrb 5 higher duty cycle corresponds to a lower estimation efoor,
successfully passed &l neighboring nodes (probability). In 5 given number of rounds. In particular, the number of rounds
addition, interests are used to refresh the hop count tgpolo,eeded to make the estimation error negligibl8 fer d = 0.5
(HC) and send commands to the sensor nodes including: tl‘@'g-r), and aroundl5 for d = 0.1 (not shown in the figure).
duty cycle behavior, the cost function that shall be usedifer  \yhen the neighbor estimation is integrated within our inter
calculation of the local costs in the data disseminationsphaggt gissemination procedure the number of estimation ®und
(routing parameters). This last feature allows for a veryilile e formed by each of the schemes investigated is in fact much
data forwarding scheme, where different objectives suafe&& |q\yer. On average, less thamounds are enough for a node that
aggregation, energy and/or load balancing all translé@tiee 55 1o reach = 4 neighbors to successfully do so. The same
exploitation of the proper cost function, without changih@  mper of rounds are also enough for a node to complete the
channel access and routing mechanisms. All algorithmsaate j,r554cast of the interest when a node has to transmit tosall it
with each other and with the physical layer (PHY). Moreovepeighhors. (In our experiments, the sensors reached a mumbe
they can all be executed asynchronously by having themmgnniyt nodes equal to the total number of estimated neighbors

concurrently in different portions of the network. within 7 rounds.) Note also that each neighbor counting round
n's R is reasonably fast (see Fig. 4). Even in dense netwatks: (
+ SIMULATION RESULTS 300) little time, ranging from0.6 s (WINDOW, d = 0.1) to

In this section we present a selection of results from 25 s (EBT, d = 0.5), is enough to complete the round. In
thorough ns2-based [10] performance evaluation of ouesyst addition, as shown in Fig. 4, the lower the duty cycle, the

Our simulations refer to scenarios where = 150 to faster the single estimation round. This is motivated by the
300 sensor nodes are scattered randomly and uniformly inlaver number of active nodes as the duty cycle decreases. The
square of side200 m. The sink is placed at the center ofimpler the counting procedure (WINDOW vs. EBT), the lower
the deployment area. Channel capacity is typical of sengbe overhead per roun@Z5 B vs.870 B, n = 300 andd = 0.5),
networking 68400 bps) and all nodes have a transmissio@nd the faster each rountl§ s vs.2.5 s,n = 300 andd = 0.5).
range of30 m. Two types of nodes are considered: Resource-The time taken by the network-wide dissemination process to
rich nodes (ich nodes in the following), equipped with40 complete is reported in Fig. & (= 4, n = 200). This metric
Joules of initial energy, angoor nodes, with48 Joules. The accounts for the delays introduced by channel access,istpep
energy model used in our experiments follows the specifiehaviors and neighbor estimation. As shown in this figure,
cations of the sensor prototypes developed within the ISe WINDOW scheme in many cases halves the delay with
EYES project it t p: / / www. eyes. eu. or g/ ). Each exper- respect to EBT. Also, all schemes seem to be quite inseasitiv
iment lasts2000 seconds, which guarantees good statistictd the parametep. This was expected and is due to the chosen
confidence. Sensors start generating data packets aftaitiah i value for ¢ [9]. Finally, lower duty cycles lead to a longer
phase of interest dissemination initiated by the sink. Backdissemination time. This phenomenon is also expected ag som
are generated uniformly according to a Poisson process witkira-time is needed for the sleeping nodes to wake up and
parameter\ = 2 packets/s per node. Data delivery to theontinue the interest dissemination process.
sink happens according to the SARA protocol, where nodesln our experiments we observed that the estimation errdr tha
are weighed by means of locally computed costs reflecting tban often be as high a&% (WINDOW, n = 300, d = 0.5)
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and as high asl7% in the case of EBT in dense networkscombination into an unique framework were discussed. In the
However, we observe that Fireworks-like interest dissetidm final part of the paper, we reported performance resultsiodada

is robust to small variations of the number of recipients @ghrough ns2 simulation of the whole system: overall, IRIS
the interest packet (at each hop), resulting in a relialtierést proved to be a promising approach for reliable and energy
dissemination process even in the presence of such esirmasfficient operations in wireless sensor networks. Futurekwo
errors. In case of sparse networks=¢ 150) 97% of the nodes includes additional performance investigations as wellthees
receive the interest packet. This percentage grow8@66 when implementation and testing of our system in a testbed.
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