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Abstract

In this paper we propose and analyze ALBA, an original packet forwarding protocol for ad hoc and sensor networks. ALBA follows an integrated approach that combines geographic routing and medium access control (MAC), exploiting the knowledge of node positions in order to achieve energy–efficient data forwarding. The scenario we consider is very critical for medium–high traffic, as contention for channel access and the resulting collisions lead to performance degradation. To counter this effect, we leverage on network density, favoring the choice relay candidates that are not in overload. With our protocol, nodes strive to channelize traffic toward uncongested network regions, rather than just maximizing the advancement towards the final destination.

We carry out extensive simulations that compare ALBA to GeRaF and MACRO, two recently proposed cross–layer approaches with similar goals. The results show that our design achieves very good delivery and latency performance, and can greatly limit energy consumption.

I. INTRODUCTION

Wireless sensor networks are a very promising enabling technology for future information retrieval and ambient–interactive networking. Typical wireless sensor nodes are relatively cheap, and are expected to become even cheaper in the near future, making it feasible to rapidly deploy wireless networks formed by hundreds or thousands of nodes.

Indeed, sensor nodes present very strict limitations in terms of available resources. Foreseen scenarios, such as tactical as well as environmental surveillance, target tracking, ambient intelligence, etc., require that, after initial deployment, wireless sensor network work unattended, possibly for very long times. During this period, the network has to do its best to ensure information retrievability and to maximize its own lifetime, despite the scarce available resources. For this reason, it is very important that protocols are designed with energy efficiency as one of the main criteria.

Sensor nodes are specially suitable for use in very dense networks, where the unavailability or even the loss of a single node is compensated for by the inherent redundancy, for example by having some of the node’s neighbors perform the required tasks. Scenarios of interest for these systems include, e.g., tactical networks and battlefield situations. Nodes could be parachuted on a wide scale from an airplane to perform movement detection over a large territory with fine sensing granularity. They would then set up an ad hoc network and begin reporting sensed data back to a base station. Direct intervention (e.g. to recharging nodes batteries) over such an unattended network would be highly impractical, hence it is very important to perform message exchanges in the most energy–efficient fashion.

An accurate cross–layer design, that tries to jointly optimize both MAC and routing behavior, seems to be the best paradigm for such networks [1]. To this end, we deploy an Adaptive Load–Balanced Algorithm for wireless sensor networks (ALBA), an integrated MAC and routing protocol, partially derived from an approach previously proposed in the literature [2], [3]. ALBA focuses on some protocol features that can substantially enhance latency and transmission success performance. In particular 1) it comprises mechanisms to re–route packets which reached a dead–end (so increasing the percentage of delivered packets in sparse and moderately sparse networks); 2) it balances the traffic load among the different nodes, thus reducing congestion; 3) it allows transmission of a burst of packets to the selected next hop relay thus reducing the control overhead per packet due to relay selection. We evaluate ALBA in a dense multihop sensor network, and compare it to MACRO [4], a recently proposed integrated MAC/routing approach that also strives to achieve substantial energy savings through the estimation of the position of the more convenient next hop. A comparison is also performed with GeRaF, from which ALBA is derived. ns2–based simulation results show that ALBA is able to significantly improve over these two protocols.

The remainder of the paper is organized as follows. Section II describes ALBA operations while Section III sketches the protocols considered in our comparison, namely MACRO and GeRaF. In Section IV, we show by extensive simulation results that our approach can compensate for different kinds of network impairments and compares favorably with MACRO and GeRaF. Section V concludes the paper.

A. Related Work

The use of geographic information allows nodes to avoid the need for network topology information. Provided that a means for location estimation exists, this is a considerable advantage. The literature on geographic routing for wire-
less sensor networks (a recent survey can be found in [5]) is mainly focused on designing the algorithms themselves. For example, from the early MFR, DIR and GEDIR [6], to the more recent FACE [7], GEAR [8], different solutions have been proposed for convergecasting transmissions or forwarding queries to geographically restricted regions.

In the pursuit of energy-efficient solutions, some works extend algorithm design to account for link costs, identifying them with a given metric. Among those, [9] optimizes the geographic advancement based on link reliability, preferring shorter hops when longer ones are infeasible because of losses. [10] accounts for weighed advancement, where the weight is appropriately defined to incorporate suitable performance metrics, such as link reliability (through packet error rate), delay, or energy consumption. In [11], the authors extend [6] by accounting for reliability in MFR or DIR routing. Link quality, along with other performance metrics, is also considered in [12].

In [2], [3] and further modifications [13], Geographic Random Forwarding (GeRaF) is presented. It is a contention-based integrated MAC and routing approach, which divides the region offering positive progress toward the final destination into various zones, and pings them subsequently [3], or according to some other criterion [13], in order to find a node available for relaying.

Another cross-layer approach recently proposed is MACRO [4]. MACRO protocol suite combines a scheme for node awake/asleep modes, a MAC and a geographic-based routing protocol. Relay selection is performed based on a function of both the advancement toward the sink and the energy consumption needed for packet transmission. A more thorough description of MACRO is provided in Section III.

In this paper, we will deal with the cross–layer integration of geographic forwarding with relevant link metrics in wireless sensor network. To this end, we develop a solution that encompasses routing and access control with congestion avoidance and dead-end detection, with the aim of being simple and energy-efficient, while also offering some degree of reliability. The protocol we consider is described in the next Section.

II. ADAPTIVE LOAD–BALANCED ALGORITHM (ALBA)

ALBA stands for Adaptive Load–Balanced Algorithm, and is a holistic approach that integrates routing and Medium Access Control (MAC) in wireless ad hoc and sensor networks. It is designed to operate in a converge-casting scenario, i.e., where a central node (the sink) wants to gather data from a sensor network for a posteriori processing, storing or delivery. The protocol relies on some limited geographic information to be stored in any node, namely the node’s own position and the location of the sink. A basic form of geographic routing is constructed on top of that and extended through a finer adaptation to local traffic and congestion as perceived by the sensors.

Furthermore, the protocol is designed to perform load-balancing. It tries to uniformly disseminate forwarding queries among the neighbors of any transmitter, discarding the most heavily congested nodes while preferring those with shorter backlogs. Finally, the whole approach is integrated and distributed, in the sense that forwarders dynamically change some key parameters according to their own network conditions, and do not require any coordinator to supervise this operation.

ALBA is based on the widely accepted idea that idling is a major source of power consumption in wireless sensor networks. Practical battery constraints call for energy efficient MAC and routing protocols, that enable communications without compromising network lifetime. Energy efficiency in packet radio sensor networks is obtained not only during radio sleep modes, but also through effective signaling whenever needed, by avoiding useless listening times, and by rapidly and effectively selecting the relaying nodes. In the definition of ALBA, we will follow these guidelines.

ALBA works by assigning two priority values to all eligible forwarders. First of all, a node in range of the transmitter is considered “eligible” if it is inside the forwarding area, i.e. it offers positive advancement toward the sink. The forwarding area is divided in $N_r$ slices or regions, 0, 1, ..., $N_r - 1$, such that all nodes located in region $i$ are closer to the sink than any node in regions $i + 1, i + 2, \ldots$. Hence, region 0 offers the maximum advancement. The geographic priority index (GPI) of a node is defined as the region where it is located. For understanding its own location, each node has to rely on some localization method. A survey of such methods can be found in [14].

Furthermore, a queue priority index (QPI) is chosen dynamically by forwarders as follows. Each time a node sends data to the next hop, it adopts a back-to-back paradigm, and tries to transmit a whole sequence of up to $M_B$ packets. The receiver reports back an ACK message for each packet in the group, according to whether or not the transmission was successful. Let the maximum number of packets sequentially sent without errors be $M^*_B \leq M_B$. Let the current queue occupancy of the node be indicated as $Q$. Whenever a node is asked to relay a packet, it is also communicated the number of packets $N_B$ that will be sent back-to-back, i.e., the length of the data burst. The queue priority is then calculated as $\min \{[(Q + N_B)/M^*_B] - 1, N_q\}$ and takes values between 0 and $N_q$, where $N_q$ is chosen to be an upper bound to the number of different QPIs. $M^*_B$ is the expected length of the burst which can be successfully transmitted back-to-back by the relay node. It is computed at the node based on the past history (it is given by a weighed average of the observed $M^*_B$). Whenever there
are fewer than $M_B$ packets in the queue, if they are all successfully transmitted in a single burst we optimistically assume that a burst of $M_B$ packets could be sent correctly.

The rationale behind accounting for the queue priority is for relays to measure how easy and fast it will be for them to further propagate data. The QPI captures the estimated number of burst transmissions needed before the new data can be relayed further. Since the choice of good relays is critical to set up a better route, nodes with low QPI are preferred. In fact, if a node finds it difficult to send out packet bursts (low $M$), then the channel is likely to be experiencing a temporary excess use. This makes the node a bad candidate relay. The same reasoning applies if the node has a very high queue level. In either case, the QPI is greater, and this will reduce the probability that the node can be chosen as a relay. On the contrary, if a node has a very low queue, or it is always able to successfully forward long data bursts (high $M$), then it should be addressed more frequently.

Fig. 1 illustrates the priority assignments. Node S is the sender and requests a total data burst of 3 packets. The forwarding area is identified in light gray, and the forwarding regions are delimited by circle arcs centered at the sink (supposed to be quite far away and not displayed). Asleep nodes are shown as crosses. The only awake sensors are thus nodes A, B, C and D. Node A has an empty queue but $M = 2$, so it is assigned a QPI of 1. Node D also has $M = 1$ but its backlog is longer ($Q = 8$), hence its queue priority index is 3. Similarly, nodes B and C both have $M = 5$, but B has a smaller queue. Therefore, B is assigned queue priority 0, whereas C is assigned 1.

In order to reduce energy consumption due to idle listening, ALBA assumes that all nodes alternate between awake and sleep states. Once a node has a packet to send, it senses the channel to avoid collisions. The sensing time is chosen to be long enough so that incomplete ongoing handshakes are detected with high probability [3]. If the channel is sensed idle, an exchange of messages for collision avoidance occurs. First, the transmitter broadcasts a Request–To–Send (RTS) message, including enough significant information to allow the eligible forwarders to identify both the geographic and the queue priority regions. Namely, the RTS contains the location of the transmitter and the number of packets in the requested data burst, $N_B$. The position of the sink is assumed to be known. Based on gathered geographic data, each node is able to compute its own region and geographic priority index. Moreover, each node knows its own queue level, $Q$, and the the expected length of a successful burst, $M$. Along with $N_B$, these allow to compute the QPI.

Only eligible nodes which are awake and idle can respond to the RTS. In particular, all neighbors hearing the RTS and finding themselves outside the forwarding area return to sleep immediately. The others report back a Clear–To–Send (CTS) message based on their QPI. Nodes with QPI 0 respond immediately, giving rise to three possible events. If only one node responds, it is the winner and it is sent the data packet. If none responds, the transmitter uses a further RTS to query the nodes with QPI 1 and waits for an answer, continuing similarly until a response is heard. If more than one CTS is received, multiple nodes share the same QPI, and the transmitter tries to locate the one offering the best advancement, i.e., having the best GPI. To this end, nodes with GPI 0 are called first, and the same answering procedure used for

1Each CTS specifies how many packets the relay can receive, in order to avoid buffer overflows.
QPI is replicated. Finally, if the sender does not receive any kind of reply after having scanned all QPIs, it backs off and retries at a later time. A maximum number $N_{\text{Max Att}}$ of failed attempts is set, after which the node discards the packet. In Fig. 1, for example, node S sends an RTS to query the nodes with QPI equal to 0. Only one CTS is received by node B. In this case node B will be selected as next-hop relay. Let us now discuss what would happen in case only nodes A, C, D were awake. After a first unsuccessful attempt (no node with QPI 0 exists in this case), A and C would become involved (they both have QPI 1). Their CTSs would collide, so the best GPI search begins. A would be the final winner, since it is the only node with GPI 0. Note that if some nodes have the same QPI and GPI, their CTSs would collide again. This event is solved through binary splitting [2].

Consecutive data packets are sequentially sent to the contention winner, as many as indicated in the control messages. Contention losers overhear the data packet, understand that it is not meant for them and go back to sleep. All data packets are individually acknowledged. More specifically, if an ACK is missing for any reason (collisions, channel errors, etc.) the sender stops transmitting and accordingly updates the value of $M_B$. Packets in the current burst that have not yet been sent are rescheduled for a later attempt after a backoff period. During this backoff, nodes follow their normal duty cycle, and may respond to relaying requests if needed.

As a final detail, we highlight that the awake/sleep schedules of the nodes take place with the same average duty cycle $d$, but are completely asynchronous. Therefore, some eligible relays may happen to wake up during a contention. In this case, a node can actively take part in the contention only if the best QPI is still being searched for. Whenever the QPI of the contenders has been chosen (i.e., the best GPI search phase has started), no node can enter the contention. Other than this, the participation of these nodes to the ongoing contention is always subject to the rules described before.

ALBA also includes a mechanism for dealing with dead-ends, i.e., with those nodes that cannot find relays in the direction of the sink. According to this much, each node $y$ divides the circle centered in itself and with radius $r$ (transmission range) into two parts. The first one, denoted $F$, is the forwarding region introduced before (colored gray in Fig. 1), the second one, namely $F^C$, is the remaining portion of the coverage area (white in Fig. 1). Originally, all nodes are labeled ‘yellow.’ They route information according to the ALBA operations described above (i.e., selecting relays among nodes in $F$). Whenever a node $y$ has unsuccessfully attempted to forward packets for a number of times high enough\(^2\) to believe that are no neighbors in $F$, it consider itself a dead-end. Being a “bad relay,” $y$ exponentially decreases its own likelihood to participate as eligible forwarder in contentions initiated by other nodes. This is the way nodes on branches going only to dead-ends progressively realize that those branches are no good for routing packets to the sink, and hence they stop proposing themselves as relays for other nodes.

A node which cannot advance packets toward the sink switches its color to ‘red.’ Red nodes handle a packet that they generate or that they receive according to a different rule: the packet is sent away from the sink selecting as relay yellow or red nodes in $F^C$. This process is repeated until a yellow node is reached. Starting from the yellow node, ‘yellow (i.e., regular) ALBA operations’ are resumed. The packet is forwarded to the sink along a route which goes only through yellow nodes: the yellow brick route. If a red node is unable to find relays in $F^C$ it progressively stops proposing itself as relay for other red nodes, eventually switching to ‘blue.’ Blue nodes do not have yellow neighbors but they could have a red neighbor in the $F$ area. They will not candidate themselves as relays for messages sent by red or yellow nodes. However they will search for a route for their own packets by asking other blue or red neighbors in $F$ to play as relay (giving priority to red nodes). When blue nodes fail too much forwarding the packets, they again assume to be a dead end and try routing around. They do this by switching to ‘violet.’ Such nodes search for relays in $F^C$, looking for either blue or violet nodes, giving priority to blue ones.

The rationale behind this re-routing mechanism is simply explained with the need to both ensure that a ‘yellow brick’ path is eventually reached and that dead end nodes are able to send back the packet for some hops. Also note that a node starts from yellow, and when experiencing bad network conditions, it sequentially switches to red, blue and violet. Yellow and blue nodes look for relays in $F$, while red and violet nodes address $F^C$, thus favoring changes of the routing direction. The mechanism can be generalized to work with any sequence of colors $C_1, \ldots, C_n$. Following the same guidelines, odd colors will search for relays in $F$ and even colors in $F^C$. It is possible to prove that this technique finds loop-free routes [15].

Note that ALBA combines energy saving (through duty cycles, backoffs, and shutdown of useless nodes), MAC (through sender-initiated contentions) and routing in a seamless way. This cross-layer design results in better efficiency thanks to the integration of different network layer operations, while striving to be simple and easily implementable on nodes with limited computational capa-

\(^2\)This number has been tuned via extensive simulation and selected not to lead to false positives when varying the scenarios parameters in realistic ranges.
ibilities. The joint iterated optimization, first on the queue length, and then on the advancement toward the sink, is necessary for selecting the best relays, i.e., those with shorter queues and/or that transmitted successfully in the past. The QPI is maximized first because we found that there is no point in looking for the best advancement, when the addressed receiver cannot support the required amount of traffic [13]. It is instead more convenient to look for uncongested nodes offering a good probability of advancement, and to achieve the best progress only among those.

III. MACRO AND GERAF

In this section we describe MACRO [4] and GeRaF [3, 13], the two protocols used as benchmarks in our comparative performance evaluation.

In MACRO all sensors follow a sleep/awake schedule similar to ALBA. MACRO however uses a different MAC and a different relay selection rule. Relay selection is based on the relay “weighed progress,” i.e., the advancement toward the destination divided by the power needed to reach that relay. In the following we will use the terms “weighed progress” and “gain” interchangeably. In MACRO, each node divides the forwarding region in \( N_m \) zones. A prescribed power level \( P_i \) suffices to reach any node in zone \( i \), with \( P_i < P_{i+1} \) \( \forall i \). Let \( r \) be the maximum transmission range. The \( i \)-th region comprises all neighbors whose Euclidean distance from the source is smaller or equal to \( r = i \cdot r/N_m \).

The operations performed by node \( x \) and its neighbors when searching for a relay in a given relay region are the following. Node \( x \) wakes up all its neighbors within the relay region by transmitting \( \text{WAKE}_U \) messages addressed to that region over a time \( T_{cycle} \). \( T_{cycle} \) is selected long enough to be sure that each neighbor will wake up and will be able to receive the \( \text{WAKE}_U \) message before \( T_{cycle} \) expires. Node \( x \) then transmits a 60 message asking for possible relays. \( x \)'s neighbors compute their gain, and based on the gain value, they will compute a random time (the higher the gain the lower this time) to wait before they transmit a \( \text{CONTROL}_{ACK} \) message with which they candidature themselves as possible relays. Such times are upper bounded by a value \( WT \) (Wait Time), which is one of the protocol parameters. \( \text{CONTROL}_{ACK} \) messages include the neighbor’s identity and associated gain. Whenever node \( x \) receives a \( \text{CONTROL}_{ACK} \) message it checks if it has a better gain than the ones received so far. It also computes the probability of receiving a \( \text{CONTROL}_{ACK} \) message from a neighbor with a better gain located in the same relay region. If such probability is greater than a threshold \( p_{th} \), it will keep waiting for an additional message (or for the timeout \( WT \) expiration). Otherwise, node \( x \) computes the expected highest gain that will be found by searching the next relay region. Only if such value is greater than the gain of the best relay already discovered, is the next relay region searched. At the end of this procedure, node \( x \) selects the discovered neighbor with the highest gain as next hop relay and forwards the data packet to it.

On one hand, MACRO is a completely distributed, online, cross–layer algorithm, which jointly optimizes transmit power consumption and geographic advancement. On the other hand, it needs to wake up all nodes before any handshake, which consumes both time and power.

GeRaF [2], [3] and GeRaF\(^+\) [13] are also of interest for our study and are briefly summarized here. GeRaF divides the positive advancement region in, say, \( N_c \) circular slices. Unlike MACRO, these slices are not centered in the transmitter but in the sink. They are used to discretize the advancement offered by different neighbors and to choose the best one. GeRaF assumes that every node knows its own position and the location of the sink. Every other relevant geographic information is piggy-backed in signaling messages. Each transmitter issues an RTS message whenever it has a packet to transmit. The message reaches all neighbors and initiates a contention among relays. The nodes in the farthest region from the sender respond first with a CTS message. If more than one reports back, the sender issues a \( \text{COLLISION} \) message to solicit the choice of a single node. This is distributively achieved through binary splitting.

If a region is empty (e.g., because all nodes located in it are sleeping) the transmitter issues a \( \text{CONTINUE} \) message to solicit the following region. When the first nonempty region is found, a contention among nodes is originated as specified before. After having identified a relay, GeRaF sends out data, waits for an \( \text{ACK} \), and then lets the sender go back to sleep, in order to allow the relay to forward the packet. A backoff state is entered whenever the node cannot succeed in finding any relay. In the GeRaF\(^+\) variant, nodes entering the awake state during a contention can participate, provided that they belong to a region which has not already been queried.

GeRaF is designed to integrate MAC message exchanges and the designation of the most convenient relay (from a geographic point of view). Thanks to awake/sleep cycles and to this cross–layer design, it is very energy–efficient. Moreover, it is simple and easy to implement on real nodes. However, it has some drawbacks, e.g., it cannot route around connectivity holes, and thus may not be able to deliver all messages in sparse networks (because of the physical absence of nodes). Also, it is not able to operate in dense traffic scenario (when congestion builds up).

In the next Section we provide simulation results for ALBA and carry out a comparison among our approach, GeRaF and MACRO.
In this section we report the results of a comparative performance evaluation aimed at assessing ALBA’s effectiveness 1) in reliably delivering the generated packets to the sink; 2) in performing convergecasting according to a low-energy, low-overhead paradigm; and 3) in providing good trade-offs between energy efficiency and end-to-end packet latency. ALBA, GeRaF [2], [3] and MACRO [4] have been implemented using the VINT project network simulator ns-2 [16]. GeRaF is a natural benchmark for ALBA as ALBA has been designed to address its performance limits outlined in [13]. MACRO has been selected for comparison as it is a recently proposed cross-layer solution, designed to perform better than geographic greedy forwarding schemes. Instead of selecting as relay the active neighbor closest to the sink, in MACRO a node \( x \) which has a packet to transmit wakes up and inquires all the neighbors in its forwarding area. Each neighbor \( y \) has associated a gain given by the ratio of the advancement toward the sink which would be obtained by relaying the packet to \( y \) and the energy consumption needed to transmit the packet from \( x \) to \( y \). Out of the neighbors in its forwarding area, \( x \) selects that with the highest gain as relay, in this way trading-off energy consumption and latency.

The three protocols have been compared in a scenario in which \( n = 600 \) nodes are randomly and uniformly deployed in a square area with side \( L = 160 \) m. The sensor nodes’ transmission range \( r \) varies between 15 m, 20 m and 30 m (all realistic transmission ranges according to currently available sensor nodes prototypes). These ranges correspond to scenarios where nodes have an average nodal degree equal to 16, 30 and 66, respectively.

In our simulations, nodes alternate between awake and asleep states according to a predefined schedule with a duty cycle \( d = 0.1 \). The energy consumption when transmitting, receiving and when asleep follow the first order energy model outlined in [17]. The energy consumed per bit when receiving \( E_{RX} \) is constant, while the energy consumed per bit when transmitting \( E_{T_{x}}(r) \) is expressed by the following equation:

\[
E_{T_{x}}(r) = E_{T_{x-amp}} + E_{T_{x-elec}}(r) \tag{1}
\]

\[
E_{T_{x-amp}}(r) = \epsilon_{amp} \times r^2 \tag{2}
\]

The first term \( E_{T_{x-elec}} \) accounts for the energy needed to run the transmitter circuitry (and is set equal to \( E_{RX} \)), while the second term \( E_{T_{x-amp}}(r) \) accounts for the emission power. The latter term depends on the transmission range, as shown in eq. (2). According to this energy model, \( E_{T_{x-amp}}(r) \) and \( E_{T_{x-elec}} \) have comparable values when \( r = 22.5 \) m, after which the transmission power \( E_{T_{x-amp}}(r) \) becomes the dominant factor in eq. (1). The energy cost when asleep is assumed equal to \( 1/1000 \) of the cost when in the receive state.

Data traffic is generated according to a Poisson process with parameter \( \lambda \in \{0.01, 0.05, 0.1, 0.25, 0.5, 1.0, 2.0, 4.0\} \). A packet arrives to the network and one of the sensor nodes is randomly and uniformly assigned to the packet as its source. Nodes have packet buffers with size equal to 20 packets. A newly generated packet is accepted by the source node if its buffer size is not full. All packets are addressed to the sink which is randomly placed in the deployment area. Convergecasting of the sensed data to the sink is performed according to the specific protocol considered (ALBA, MACRO or GeRaF). Data packets have a length equal to 250 bytes, while the size of control packets is set to 25 bytes. The channel data rate is 38.4 Kbps.

All the topologies we have considered for our experiments are connected, i.e., there is always at least one route between any pair of nodes in the network. Since we consider WSNs with random and uniform deployment of the sensor nodes, it might be the case that a node does not have any available relaying neighbors, in the direction of the sink. This would result in unsuccessful packet delivery, unless additional mechanisms are introduced for re-routing the packet (which have been included in ALBA but are not accounted for in MACRO and GeRaF). We have verified however that such cases rarely occur for sufficient node densities, as considered in this paper for ALBA, MACRO and GeRaF. The specific parameters settings are summarized in the following Tables I–III.

All the protocols divide the area where possible relays are located into four different relay regions. They all adopt the same carrier sense length \( T_{Sense} \), the same backoff interval length \( T_{Backoff} \), and they all attempt to forward a data packet to the next hop for a maximum of \( N_{MaxAtt} \) times. As for the specific ALBA’s parameters, the maximum number of packets which can be transmitted back-to-back in a burst has been tuned and is equal to 5, while the possible queue lengths have been divided into \( N_q = 4 \) groups.

The MACRO parameters \( p_{th} \), \( T_{cycle} \) and \( W_T \) have been tuned. Their values are reported in Table III.

The performance of the three protocols has been evaluated with respect to the following metrics of interest.

1) Packet delivery ratio: defined as the percentage of generated packets which are successfully delivered to the sink.

2) End-to-end packet latency: defined as the time from when a packet is generated to when it is delivered to the sink.

3) Node energy consumption: this metric refers to the average energy consumed by nodes over a given timeframe normalized to the energy nodes would consume by strictly following the duty cycle.
Figs. 2 to 6 display the results of our comparative performance evaluation. Results have been obtained by averaging over 100 simulation runs.

In particular, Figs. 2 to 6 compare the performance of ALBA, MACRO and GeRaF when $r = 20$ m. MACRO results are displayed only for $\lambda \leq 0.25$. For larger traffic loads the protocol performance significantly degrades (a significant percentage of packets are lost, and latencies are very large). GeRaF and ALBA scale to higher traffic loads (no packets are lost and end-to-end latencies are limited to a few seconds for $\lambda \leq 4.0$). This is due to the much higher overhead of MACRO’s relay selection scheme over ALBA’s and GeRaF’s.

As GeRaF and ALBA favor low latency (maximum advancement toward the sink) while MACRO also accounts for the energy needed to forward a data packet toward a given relay, the energy consumed for end-to-end data packet transmission is lower in MACRO than in GeRaF and ALBA. This is clearly shown in Fig. 2 which compares the three protocols for $r = 20$ m.

This metrics only accounts for the energy consumed to transmit and receive the data packet over the selected route: the energy spent for relay selection is not included. We observe that ALBA is the one with the highest energy consumption to transmit a data packet along the route to the sink. Such metric is given by the average number of hops traversed by a packet times the average energy consumption needed to transmit the packet to the next hop. ALBA is the protocol leading to longer routes: 8.4 hops on average vs. the 7.4 hops experienced when GeRaF is adopted. This is due to ALBA’s relay selection rule: a node with a better QPI is chosen even if it does provide a large advancement toward the sink. The energy consumption needed to transmit the data packet to the next hop relay is instead exactly the same in GeRaF and in ALBA.

MACRO leads both to shorter routes (6.7 hops long, on average) and to lower energy consumption to transmit a data packet to the next hop. The latter is due to the fact that MACRO exploits power control (transmitting at the minimum emission power able to reach the relay region where the selected relay is located). MACRO reduced route length is somehow less intuitive. In short range scenarios as the one being considered, the energy consumption reduction that can be achieved by selecting relays closer to the source is quite limited (being the factor $E_{Txn\text{-elec}}$ non negligible). Indeed, MACRO selects as relays the nodes with the highest gain which are located in this case either in the third or in the fourth relay region (which contains the neighbors closest to the sink). GeRaF is not always able to find relays so close to the sink, since it operates only on the subset of active neighbors. On the contrary, MACRO wakes all the neighbors and then selects the best one out of them. As a result, on average MACRO leads to higher advancements (thus, shorter routes).

A main drawback of MACRO is the high cost to be paid for relay selection. The average number of bytes transmitted by nodes involved in a relay selection procedure to identify the best next hop relay is reported in Fig. 3. While GeRaF and ALBA have very similar performance, and prove themselves to be lightweight protocols, MACRO suffers from a much higher overhead (more than ten times as large) due to the high message exchange associated to neighbors wake up. Around 750 bytes are transmitted by a node to wake-up all its neighbors in a given relay region à la STEM [18]. Given that on average the selected relay is found in the third or fourth relay region searched, the overhead due to WAKE_UP messages sums up to between 2250 and 3000 bytes. WAKE_UP messages thus are the major component of the overall relay selection overhead. The overhead associated to $G_0$ and $\text{CONTROL}_{ACK}$ messages is instead negligible, since they are short, and at most four $G_0$ s and one $\text{CONTROL}_{ACK}$ is needed for each potential relay. The number of eligible relays for a node is limited to around 15 in this scenario.

A corresponding performance degradation can be observed in the time needed to identify the next hop relay. In MACRO, each relay region inquiry requires 0.16 s to wake up all the nodes in the region, plus up to 0.3 s to gather all the gains of the nodes in the region. Given that

![Table I: Common parameters.](image1)

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_r$</td>
<td>4</td>
<td>Number of relay regions</td>
</tr>
<tr>
<td>$T_{\text{Sense}}$</td>
<td>0.0521 s</td>
<td>Carrier sense length</td>
</tr>
<tr>
<td>$T_{\text{Backoff}}$</td>
<td>1.095 s</td>
<td>Backoff interval length</td>
</tr>
<tr>
<td>$N_{\text{Max,Att}}$</td>
<td>50</td>
<td>Max. number of attempts for searching a relay</td>
</tr>
</tbody>
</table>

![Table II: ALBA parameters.](image2)

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_B$</td>
<td>5</td>
<td>Max burst length</td>
</tr>
<tr>
<td>$N_q$</td>
<td>4</td>
<td>Number of queue size regions</td>
</tr>
</tbody>
</table>

![Table III: MACRO parameters.](image3)

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{Cycle}}$</td>
<td>0.16 s</td>
<td>Duration of the wakeup phase</td>
</tr>
<tr>
<td>$\text{WT}$</td>
<td>0.3 s</td>
<td>Maximum Wait Time for CONTROL_ACKs</td>
</tr>
<tr>
<td>$p_{\text{th}}$</td>
<td>0.3</td>
<td>Threshold prob. for achieving a better gain</td>
</tr>
</tbody>
</table>
two or three regions are usually scanned unsuccessfully before the next hop relay is identified, more than 1 s passes before scanning the relay region where the next hop relay is located. This justifies the relay selection duration which is way longer than in ALBA and GeRaF. As the traffic load increases, collisions during the transmission of the data packet may occur. This results in the need to perform again the relay selection phase, which in turn causes a longer contention duration. This effect is not evident in ALBA and GeRaF. Being much more lightweight the probability of collisions is much lower in these protocols.

In ALBA (GeRaF) the relay regions are searched from the one with the highest QPI (GPI) down to the one with the lowest QPI (GPI). As soon as some nodes answer the RTS packet, a relay will be selected within that region. Collisions may occur due to multiple potential relays answering simultaneously but they are quickly solved using a splitting algorithm. All these operations can be performed quickly, and result in a significant advantage in terms of per hop latency, and overall end-to-end latency, as shown in Fig. 5.

MACRO’s much higher overhead is also critical in terms of overall node energy consumption (Fig. 6).

Despite MACRO’s power control techniques and shorter routes found, the many control packets needed for selecting a relay and the higher probability of collision lead to a greater number of bytes transmitted and received over the network, thus to an overall higher energy consumption. The increase over ALBA and GeRaF can be as high 12%.

No significant difference is noticeable between ALBA and GeRaF in dense, low traffic scenarios such as the one considered here. This is the only type of traffic scenario in which all the three protocols correctly operate (MACRO suffers severe degradation at medium-high traffic, GeRaF and MACRO lose packets due to dead-ends in sparse and moderately sparse scenarios).

We have carried out extensive simulations to assess the performance of ALBA in high density and/or high traffic scenario. We cannot show this additional material here due to lack of space, but our results indicate that, in such scenarios, ALBA improves over GeRaF in multiple ways.

First, it is able to re-route packets in case no relay toward the sink reducing (when four colors are adopted) the percentage of lost packets from 18% (57%) down to 0% (7%) in sparser scenarios, with nodal degree equal to 10 (5), where this problem can severely degrade performance.

Second, it scales better than GeRaF. In particular:

1) As traffic load grows, ALBA leads to significantly better performance in terms of end-to-end packet latency than GeRaF, thanks to the queue load balancing strategy and to the more effective packet delivery. At $\lambda = 4.0$, GeRaF packet latency (23 s on average) is more than twice as much as ALBA’s (11 s). This despite ALBA’s relay selection scheme, which tends to lead to longer routes. The latter brings to a slightly higher energy consumption in ALBA over GeRaF. Such increase is however quite limited ($\leq 5\%$).

2) ALBA is able to sustain a higher load. At $\lambda = 6.0$, ALBA still operates correctly, while GeRaF
successfully delivers to the sink less than half of the generated packets.

As a final note, we have also performed experiments for $r = \{15, 30\}$ m. In these scenarios ALBA and MACRO have similar performance to the 20 m case for all metrics except the end-to-end latency. End-to-end latency decreases as expected for both the two protocols when the density increases. However the comparison between ALBA and MACRO end-to-end latencies at $r = \{15, 30\}$ m shows similar trends as in the 20 m case.

V. CONCLUSIONS

In this paper we propose and analyze ALBA, a novel packet forwarding protocol for ad hoc and sensor networks. ALBA follows an integrated approach that combines geographic routing and medium access control (MAC), and exploits the knowledge of node positions in order to achieve energy–efficient data forwarding. In order to reduce end-to-end latency and scale to high traffic, ALBA leverages on network density, choosing only relay candidates that are not in overload.

We have carried out extensive simulations that compare ALBA to GeRaF and to another recently proposed cross-layer approach with similar goals, MACRO. Simulation results have shown that our design achieves very good delivery and latency performance, and can greatly limit energy consumption, improving over both MACRO and GeRaF.

ACKNOWLEDGMENT

This paper describes work undertaken in the context of the e-SENSE project “Capturing Ambient Intelligence for Mobile Communications through Wireless Sensor Networks”. e-SENSE is an Integrated Project (IP) supported by the European 6th Framework Programme, contract number: 027227.

REFERENCES