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An optimal layout of multigrid networks
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Abstract

In this paper, we study the problem of laying out a multigrid network,MN , on a grid of minimum area. Precisely, we describe
a layout having area(5

2N − 3)× (3N − 4), which is of the same order of magnitude as the lower bound. 1999 Published by
Elsevier Science B.V. All rights reserved.
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1. Introduction

The mathematical problem of laying out graphs on
grids abstracts a number of computational situations
finding their applications in the study of the VLSI lay-
out problem for integrated circuits [15]. Furthermore,
a layout is a restricted form of embedding of a graph in
the grid [5,6,12,14], hence contributes to the study of
the mapping problem for parallel architectures [2,3],
particularly the problem of mapping parallel programs
onto mesh-structured parallel architectures [13].

One of the most relevant measures to be optimized
in a layout is its area occupation. In order to pack
interconnection networks into a small area, it is natural
to investigate how much grid area is necessary for
laying out the corresponding graph.

In this paper, the following rules for a graph layout
on the grid are used:
• nodes are mapped to grid-nodes, at most one node

per grid-node;
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• edges are routed along edge-disjoint paths; two
paths sharing an intermediate grid-node mustcross
at that node (i.e., knock-knees are not allowed); a
path may touch no node, except at its end-points;
edges following this rule will be calledfeasible;
• the grid is a window coordinate system, having its

origin in the upper-left corner and positive coordi-
nates towards the right (x) and downwards (y).
We define thearea of the layout the product to be

(a + 1)× (b+ 1) wherea× b is the dimension of the
smallest bounding box of the layout with sides parallel
to the grid-lines.

The layout area of interconnection networks has
been researched intensely since the 1980s, and many
networks have been laid out in optimal area: CCC [11],
shuffle-exchange [9], butterfly [16,1], trivalent Cayley
networks [4], Batcher and other sorting networks [7],
and many others.

In this paper we will lay out anN × N multigrid
network, MN . To the best of our knowledge, in the
literature there are no results about the layout of
multigrids, hence this seems to be the first result in
this direction.
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Fig. 1. A 4× 4 multigrid network.

Definition 1. A multigrid networkMN , whereN =
2n, consists of logN +1 two-dimensional arrays, each
one of sizeN/2k × N/2k for 0 6 k 6 logN . The
arrays are interconnected so that node〈i, j 〉 on the
N/2k × N/2k array is connected to node〈2i,2j 〉 on
theN/2k−1×N/2k−1 array for 06 i, j 6 2k−1, and
06 k 6 logN .

From now on, since no confusion arises, we call
two-dimensional arrays simply arrays. Furthermore,
for sake of simplicity of notation, we denote by〈i, j 〉k
node〈i, j 〉 on theN/2k ×N/2k array.

In Fig. 1 anM4 is represented.
Multigrids are interesting networks since the diam-

eter ofMN is O(logN); as a result, multigrid al-
gorithms often converge much more quickly than do
their single-grid counterparts, using relatively little ad-
ditional processing power [10].

In the following we will show how to lay out an
N × N multigridMN in a grid having O(N2) area;
namely, we construct a layout of size(5

2N − 3) ×
(3N − 4), 1

6N
2 − 8

3 bends and3
2N − 3 maximum

edge length. The result on the layout area matches the
lower bound which is�(N2). This lower bound can
be computed using both the known general formula on
the layout area of interconnection networks [15,1] and
the number of nodes of theN ×N multigrid network.

2. The layout

From the definition of a multigrid, it is straightfor-
ward to see that it has maximum degree 6; so, in a
layout we represent some of its nodes as horizontal
unit-length segments, instead of dots [8]. In order to
make this choice consistent with the definition of grid

Fig. 2. Names assigned to the directions coming out from seg-
ment-nodes.

layout, we may think that each node represented by a
segment is a pair of nodes joined by a horizontal unit-
length straight line.

The nodes represented in the grid as segments
and as dots will be calledsegment-nodesand dot-
nodes, respectively. The position of a segment-node is
specified by the coordinates of the leftmost end-point
of the segment. In the following, we will denote the
directions at a segment-node, as shown in Fig. 2.

For a simpler exposition, we first describe how
to lay out all arrays, then we show how to connect
adjacent arrays.

The resulting layout is not completely symmetric,
therefore we will not give at once the final coordinates.
For the sake of clearness, we prefer to describe the
layout giving very regular coordinates to nodes and
bends, and then to delete empty rows and columns.

2.1. Layout of the arrays

We lay out each array in a grid-like fashion, and we
put node〈i, j 〉k in the middle of the ‘square’ gener-
ated by nodes〈2i,2j 〉k−1, 〈2i + 1,2j 〉k−1, 〈2i,2j +
1〉k−1, 〈2i + 1,2j + 1〉k−1. In this way, the upper-left
corner of the ‘square’ is to be connected to〈i, j 〉k .

Formally, nodes and edges of the arrays are posi-
tioned in the following way (see Fig. 3):

Nodes. Represent node〈i, j 〉0 as dot-node if eitheri
or j is odd, and as segment-node otherwise. Put node
〈i, j 〉0 at coordinates(3i,3j).

Let 〈i, j 〉k be a node, 16 k 6 logN ; it is a dot-node
if k = logN , and a segment-node otherwise. Put it at
coordinates(3i ·2k+3·2k−1−2, 3j ·2k+3·2k−1−2).

Edges. Draw the horizontal edges of all arrays and
the vertical edges of theN × N array in the obvious
way. Represent the vertical edges of theN/2k ×N/2k
array, 16 k 6 logN − 1, as straight lines, from the
SE direction of the general node〈i, j 〉k to the NE
direction of its neighbor〈i, j + 1〉k.
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Fig. 3. How to lay out all the arrays in aM8.

2.2. Layout of edges connecting different arrays

Any node 〈i, j 〉k must be connected to node
〈2i,2j 〉k−1. By construction, bothx andy coordinates
of 〈i, j 〉k are greater than coordinates of〈2i,2j 〉k−1.
Furthermore, the NW and the SW directions are free
for each node, except for nodes of theN×N array; for
them, the SE direction is free. Therefore, edges con-
necting different arrays can be laid out as follows (see
Fig. 4):
• draw a vertical segment from the NW direction of

each segment-node on theN/2×N/2 array to the
SE direction of its neighbor onN ×N array;
• from node〈2i,2j 〉k,16 k 6 logN − 2 to its neigh-

bor 〈i, j 〉k+1 draw a three-segment line composed
of a unit length vertical segment from the SW direc-
tion of 〈2i,2j 〉k , a horizontal segment going to the
x-coordinate of〈i, j 〉k+1, and a vertical segment to
the NW direction of〈i, j 〉k+1;
• from segment-node〈0,0〉logN−1, draw the connec-

tion to the dot-node of the 1×1 array going from the
SW direction to they-coordinate of the dot-node,
and to its W direction.
Fig. 4 highlights some rows and columns not used

at all by nodes and edges. It is easy to assign new
coordinates to nodes and bends in order to compact
the layout.

Fig. 4. How to lay out all the edges connecting different arrays in a
M8.

Theorem 2. The described method provides a grid
layout of anN × N multigridMN with area(5

2N −
3) × (3N − 4), number of bends1

6N
2 − 8

3, and

maximum wire length32N − 3.

Proof. First of all, let us prove that our method
provides a layout. By construction, it is not difficult
to see that all nodes (both segment- and dot-nodes) lie
in different places. Furthermore, observe that, for each
(x- or y-) coordinate occupied by a node of any array,
the same coordinate can be used only by other nodes
of the same array.

With respect to paths representing edges, they are
feasible as proved by the following reasoning.
• Horizontal edges connecting nodes belonging to

anyN/2k ×N/2k array, 06 k 6 logN − 1, use the
samex-coordinate as their end-points, so they must
be feasible.
• Vertical edges connecting nodes belonging to any
N/2k × N/2k array, 16 k 6 logN − 1 use the
NE and the SE directions in order not to touch
segment-nodes of theN × N array. Analogously,
vertical edges of theN ×N array use the NW and
the SW directions in order not to touch segment-
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nodes of theN/2× N/2 array. No other touching
and overlapping involving these edges can arise in
view of the construction, so all these edges are
feasible.
• Edges connecting different arrays are, in general,

zig-zag lines whose horizontal portions cannot over-
lap, in view of the position of nodes of each ar-
ray (nodes of the next array are positioned in-
side the ‘squares’ generated by nodes of the pre-
vious array, see Fig. 3). Then, they cannot over-
lap with lines representing array edges, since hor-
izontal lines of edges connecting different arrays
lie, by construction, one rowbelow the row con-
taining their upper end-points. Vertical segments
of edges connecting different arrays use the NW
and the SW directions of their end-points, there-
fore they are feasible. The edge connecting the
1× 1 array with the 2× 2 array is treated as sep-
arate case, and it is easy to see that it is feasi-
ble.
The area occupied by the layout obtained according

to the described method is(3N − 2) × (3N − 2).
This value can be lowered by eliminating all rows and
columns that are not used (highlighted by arrows in
Fig. 4).

Utilized rows are:
• rows occupied by nodes. Of those, there areN for

theN ×N array,N/2 for theN/2×N/2 array, and
so on; thus, there are 2N − 1 rows in total;
• rows used to connect adjacent arrays. There are
N/2 − 2 such rows in total, since for 16 k 6
logN −2, we need exactlyN/2k+1 rows to connect
theN/2k ×N/2k array with theN/2k+1×N/2k+1

array.
Edges from theN × N array to theN/2 × N/2
array, and from the 2× 2 array to the 1× 1 array
do not use a row.

Thus, the total number of used rows is5
2N − 3.

About columns, one of them, in the middle of the
layout (numbered by 11 in Fig. 4), is not used and
therefore can be eliminated. Another column can be
gained if we move the dot-node of the 1× 1 array on
the bend of its incident edge.

For what concerns the number of bends, it is
easy to observe that the number of edges connecting
arraysN/2k × N/2k and N/2k+1 × N/2k+1, 1 6
k 6 logN − 1, is N/2k+1 × N/2k+1 and each edge
contains exactly two bends, except the edge incident

Fig. 5. Final layout of aM8.

the array 1× 1 not bending. It follows that the total
number of bends is
logN−2∑
k=1

2

(
N

2k+1 ×
N

2k+1

)
= N

2

6
− 8

3
.

Finally, it is immediate to see that the longest edges
are the edges connecting nodes of the 2× 2 array
which are3

2N − 3 long. 2
It follows the concluding layout of multigrid net-

work shown in Fig. 5.

3. Conclusions and open problems

In this paper, we provide a method to lay out a
multigrid network in optimal area, up to a constant
factor. Indeed, a lower bound for the layout area is
�(N2), and the area we use is(5

2N − 3)× (3N − 4).
Two interesting open problems arise from this work.

First of all, we can notice that many rows are used only
by edges, and many columns cannot be eliminated,
since otherwise edges touch some nodes that are not
their end-points. This implies a rather big constant
factor of the resulting value of the area. On the
contrary, the constant factor of the lower bound is4

3
if we bound it with the number of nodes, and it is
almost 2 if we consider the additional condition that
some nodes have degree greater than 4 and therefore
they need at least 2 grid-points to be represented.
We wonder whether to close the gap in the constant
between the upper and the lower bound.
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Another question comes from the fact that the
maximum wire length of our layout is O(N). With
three-dimensional layout one aims to shorten wires, so
an open problem is to lay out anN ×N multigrid in a
three-dimensional grid, so that its volume is minimum,
i.e., O(N2), and its maximum wire length is less
than O(N).
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