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Abstract

In this paper we propose a new characterization for the topo-
logical equivalence of multistage interconnection networks
(MINs). Then, we apply it both to ���� stage MINs and
to � ���� � � stage MINs. In the first case, we provide
an algorithm for checking the equivalence with the Reverse
Baseline running in ��� ����� time. In the second case,
we give an algorithm running in ��� ����� time testing
the equivalence of two MINs obtained as concatenation of
two ���� stage MINs, both equivalent to the Reverse Base-
line. This result definitely closes the equivalence problem
between these � ���� �� stage MINs and substantially im-
proves the time complexity of the previously known algo-
rithms.

Keywords: multistage interconnection networks, topo-
logical equivalence, layered cross product.

1 Introduction

In the past two decades the binary relation of topological
equivalence between two different MINs have been investi-
gated since the understanding of this relation make it possi-
ble to apply the routing scheme of a MIN to another MIN
and to develop more general routing algorithms useful for
all the MINs in the same equivalence class. Wu and Feng
[5] presented the first formal definition of topological equiv-
alence and proved that the six ���� stage MINs mentioned
above are topologically equivalent, but they showed the iso-
morphism between two networks and did not give any char-
acterization of the equivalence class which these MINs be-
long to. Another approach was considered by Agrawal [8],
but unfortunately it is correct only for ���� stage MINs
of small dimension. A revised version was proposed by
Bermond, Fourneau and Jean-Marie [9]; they gave more
general properties to check the topological equivalence. Hu,
Shen and Yang [10] presented a simplified checking equiva-
lence algorithm based on a marking scheme of nodes whose
time complexity is ��� �����, that is optimal.

A lot of efforts have been expended in studying topo-
�Supported by the Italian Research Council (CNR)

logical equivalence of � ���� � � stage MINs. Wu and
Feng [11] extended their equivalence properties for ����
stage MINs to prove that two-passes of a reverse baseline
network has the same routing capability and is equivalent
to the Beneš network. Lee [12] proved that an Omega net-
work concatenated with its reverse is equivalent to the Beneš
network. Yeh and Feng [13] proposed a coding scheme
to check whether a given � ���� � � stage MIN is topo-
logically equivalent to the Beneš network, but this scheme
leaves many cases uncovered. Feng et al. [14] studied 36
common topologies obtained as concatenation of two ����
stage MINs and classified them into two topologically equiv-
alent classes. Hu, Shen and Yang [10] studied whether a
� ���� � � stage MIN is the concatenation of two ����
stage MINs and gave an algorithm to determine whether two
given � ���� � � stage MINs are topologically equivalent
in ���� ����� time.

In this work a new characterization of MINs is pro-
posed. This is a very general characterization, and achieves
surprising results when applied to ���� and � ���� � �
stage MINs. Namely, the characterization for ���� stage
MINs makes it possible to design an optimal (i.e. running
in ��� ����� time) algorithm to determine if a given MIN
is topologically equivalent to the Reverse Baseline. About
� ���� � � stage MINs, first we prove that all MINs ob-
tained as concatenation of a ���� stage MIN equivalent
to the Reverse Baseline and of its reverse are topologically
equivalent. Then, an optimal algorithm (i.e. running in
��� ����� time) testing the equivalence of two MINs ob-
tained as the concatenation of two ���� stage MINs, both
equivalent to the Reverse Baseline, is provided. This re-
sult definitely closes the equivalence problem between these
� ���� � � stage MINs and substantially improves the time
complexity of the previously known algorithms.

2 Preliminary Definitions

In this section we give some basic definitions and prelimi-
nary results, useful for the comprehension of the last part of
this paper.

Definition 2.1 An �-layered graph,� � ���� ��� � � � � ��� ��
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consists of � layers of nodes; �� is the (non-empty) set of
nodes in layer �, where � � � � �; � is a set of edges: every
edge connects nodes of two adjacent layers.

Observe that a rooted tree 	 (or simply tree, when non
confusion arises) of height 
 is a particular case of 
-layered
graph, where layer � is defined either as the set of nodes hav-
ing distance ��� from the root or as the set of nodes having
distance 
 � � from the root. From now on, we shall call
a complete binary tree 	 by means of � or � according
to whether the first or the second way of defining layers is
chosen (the notation comes from the usual graphic represen-
tation of such trees – see Fig. 1.a and 1.b).

The � � � multistage interconnection network (� -
MIN) is another particular �-layered graph, where �� �� �

�
�

and any node in ��, representing a switching element of
size � � �, is adjacent to exactly two nodes in ���� and
����� � � � � ���, and the edge set is partitioned into ���
subsets ��� ��� � � � � ���� such that �� contains � edges,
that is all edges between �� and ����. Each node of the first
stage is also connected to a pair of inputs and each node of
the last stage is also connected to a pair of outputs. Then an
� -MIN contains � inputs and � outputs.

Definition 2.2 Any two � stage� -MINs�� and��� are topo-
logically equivalent (or simply equivalent) if and only if there
is an isomorphic mapping � such that if � � ����

�� then
���� � ����

���, and if �
� �� � ����
�� then ���
�� ����� �

����
���� � � � � � � �.

Definition 2.3 [15] Let�� � �� �
� � �

�
� � � � � � �

�
� � �

�� and��� �
�� ��

� � �
��
� � � � � � �

��
� � �

��� be two �-layered graphs. Their Lay-
ered Cross Product (LCP for short) , ������ is an �-layered
graph � � ���� ��� � � � � ��� �� where �� is the cartesian
product of � �

� and � ��
� , � � � � �, and an edge ��
�� 
����

���� ����� belongs to� if and only if �
�� ��� � �� and �
��� ����
� ���. �� and ��� are called the first and second factor of
�, respectively.

We will call decomposition in factors the inverse oper-
ation of the LCP.

The LCP is commutative, therefore from now on, when
we speak about isomorphism between the first and the sec-
ond factors of two � -MINs �� � ��

� � ��
� and ��� �

���
� � ���

� we mean that ��
� and ��

� are equivalent either to
���
� and ���

� , or to ���
� and ���

� , respectively.

Definition 2.4 A � -MIN has the Banyan property if and
only if for any input node and any output node there exists a
unique path connecting them.

Lemma 1 [15] The LCP operation yields a Banyan graph
if and only if each of its factors is Banyan.

Lemma 2 Given two �-layered graphs, having �� and ��
connected components, respectively, then their LCP has �� 	
�� connected components.

Proof It immediately follows from the definition of
LCP. Q.E.D.

Lemma 3 [15] The LCP of a � and a �, both of them with
�
�

leaves, outputs an � input Butterfly network.

In the rest of the paper we will point out our attention
on � -MINs that are decomposable as LCP of two graphs,
therefore from now on when we speak about LCP we im-
plicitly assume that the result is a � -MIN. Observe that the
inputs and outputs of � -MINs are not involved in the LCP,
but it is not restrictive to add them at the end of the compu-
tation of the LCP.

3 A New Characterization for the Equivalence of
MINs Based on LCP

In this section we propose a new general characterization of
MINs’ topological equivalence, that is based on the follow-
ing theorem.

Theorem 4 Let �� and ��� be two � stage � -MIN, and let
�� decomposable as ��

� � ��
�. Then ��� is topologically

equivalent to �� if and only if ��� can be decomposed as
��
� ���

�.

Proof If ��� can be decomposed as ��
� � ��

�, then
trivially �� and ��� are equivalent.

If �� is equivalent to ���, then there exists the isomor-
phic mapping � between �� and ���. Let us construct a
decomposition for ��� and let us prove that the factors are
equivalent to ��

� and ��
�.

Node decomposition: consider � � � ����
��� � � � � �,

in view of the hypothesis � � � ����� �
�
��; add vertices ���� to

���
� and ���� to ���

� , if they do not exist, yet, and decompose
����� as ����� � �

��
� �.

Edge decomposition: if there exists an edge �
 �� ��� �
����� it is obtained as product of edges �
��� �

�
�� and �
��� �

�
��

belonging to ��
� and ��

�, respectively. In view of the de-
composition of nodes of���, ��
�� � �
��� � 


��
�� and ����� �

����� � �
��
� �. Add the edge �
��� � �

��
� � in���

� and the edge �
��� � �
��
� �

in ���
� , respectively, so that edge ���
��� ������ is decom-

posed as LCP of �
��� � �
��
� � and �
��� � �

��
� �. By construction,

���
� is the same as ��

� and ���
� is the same as ��

�. Q.E.D.

Corollary 5 Given two � -MINs �� � ��
� ���

� and ��� �
���
� � ���

� , they are topologically equivalent if and only if
their factors are topologically equivalent.

This characterization may be very helpful since the fac-
tors of a � -MIN � are simpler graphs than � itself, and
therefore to check the equivalence between factors may be
much easier than checking the equivalence between� -MINs.
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Figure 1: a. a �; b. a �; c. an Omega network; d. a Flip network; e. a Butterfly network; f. a Reverse Baseline Network. All
networks from c. to f. are the LCP of � and �, as highlighted by the labels, and are all topologically equivalent.
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4 On the Equivalence of ���� Stage � -MINs

In this section we deal with ���� stage � -MINs, therefore
–where no confusion arises– when we speak about� -MINs
we mean ���� stage � -MINs. For this class of networks
we specify a particular decomposition that will be on the
basis of the characterization of the topological equivalence
and of the design of the algorithm to check it.

Bermond, Fourneau and Jean-Marie [9] gave an inter-
esting characterization of � -MINs topologically equivalent
to the Reverse Baseline network. It is based on the Banyan
property and on the � �
� 
� property, that we briefly remind
here.

Property P(i,j). A� -MIN has property� ��� �� for � �
� � � � ���� if the subgraph ���� induced by the nodes
of the stage from � to � has exactly ����������� connected
components.

Property P(*,*). A� -MIN has property� �
� 
� if and
only if it satisfies � ��� �� for every ordered pair �� � such that
� � � � � � ���� .

Theorem 6 [9] All the� -MINs satisfying the Banyan Prop-
erty and � �
� 
� are topologically equivalent to the Reverse
Baseline.

Basing on this theorem and on properties of the LCP,
we can state the following new characterization for all � -
MINs that are topologically equivalent to Reverse Baseline
network.

Theorem 7 A � -MIN � satisfies the Banyan Property and
� �
� 
� if and only if it can be decomposed as ���.

Proof If � can be decomposed as � � � then �

satisfies the Banyan property, in view of Lemma 1. � sat-
isfies also � �
� 
� indeed for any �� � such that � � � �
� � ���� , the subgraph of � induced by the nodes of the
stages from � to � has exactly ���� connected components
and the subgraph of � induced by the nodes of the stages
from � to � has exactly ������� connected components. It
follows from Lemma 2 that the subgraph of � induced by
the nodes of the stages from � to � has exactly � ����������

connected components, i.e. � satisfies � ��� �� for any �� �

and therefore � satisfies � �
� 
�.

If � satisfies the Banyan and � �
� 
� properties, then –
in view of Theorem 6 – � is topologically equivalent to the
Reverse Baseline. It is well known that the Reverse Base-
line is topologically equivalent to the Butterfly network [6],
which can be decomposed as LCP of � � �, in view of
Lemma 3. Our characterization (Corollary 5) ensures that
also the Reverse Baseline can be decomposed as LCP of
��� and, consequently� is the LCP of the same factors.
Q.E.D.

As a consequence of this theorem and of the known
equivalence of Butterfly, Omega, Flip, Reverse Baseline,

etc. we deduce that these networks can all be decomposed
as � � �, as shown in Fig. 1. Furthermore, since the
LCP is commutative and the reverse of a � is a � (and vice
versa), it follows that each � -MIN decomposable as ���
is equivalent to its reverse.

Checking the topological equivalence of a � -MIN to
the Reverse Baseline using the characterization of Bermond,
Fourneau and Jean-Marie requires��� � ����� time, since
the Banyan and� �
� 
� properties can be checked in��� � �����
and ��� ������ time, respectively. This time complexity
has been improved by Hu, Shen and Yang [10], who pre-
sented a simplified checking equivalence algorithm based
on a marking scheme of nodes requiring ��� ����� time,
that is optimal, since it is the same order of the number of
nodes in the � -MIN.

We will show that also the time complexity of check-
ing the property of Theorem 7 is ��� �����. Although
this result does not improves the previously known one, we
detail it since it is preliminary to the algorithm described
in the next section, where � ���� � � stage � -MINs are
considered.

Theorem 8 The topological equivalence between a given a
� -MIN � and the Reverse Baseline network is checkable in
��� ����� time.

Proof We prove the claim in a constructive way, by
giving an algorithm trying to decompose� as ���; if the
algorithm is successful, then � is topologically equivalent
to the Reverse Baseline network.

The algorithm assigns a label to nodes of �; the label
of node � is a pair �� �� ����, where �� and ��� represent the
factors of � according to its decomposition. If the algorithm
succeeds in completing the labeling, then it provides the de-
composition as���; if, during the execution, two different
labels are assigned to the same node, then the algorithm re-
turns and we deduce that the MIN cannot be decomposed as
���, and therefore it is not topologically equivalent to the
Reverse Baseline.

Let ��� ��� � � � � ���� and��� ��� � � � � ���� be the names
of the nodes in � and �, respectively. As usual, let nodes
��� (���) and ����� (�����) be the children of �� (��).

The algorithm consists of two steps: it starts assigning
the first elements of the labels, corresponding to labels of
factor �. In the second step, it assigns the second elements
of the labels corresponding to labels of factor �.

Assignment of the first element of the labels: consider
any node � at the first level of � and assign to it ��, corre-
sponding to the root of �. Recursively consider an already
labeled node �� and assign labels ��� and ����� to its adja-
cent nodes at next level, until the last level of the � -MIN is
reached. At the end of this procedure we have assigned the
first elements of the labels of � � � nodes, inducing a com-
plete binary tree and, in particular, all nodes at the last level
have been labeled. Now, the algorithm starts from the last
level to label all other unlabeled nodes. Sequentially, each
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node � at the last level of the � -MIN, labeled ��, is con-
sidered and the same label ������ is assigned to its adjacent
nodes at the previous level. Go on if these nodes are either
not labeled or already labeled with ������, return if at least
one of them is labeled differently by ������. Recursively re-
peat this procedure for each level until all nodes of the first
level are labeled (or the algorithm returns).

Assignment of the second element of the labels: if all
the first elements of the labels have been assigned, the algo-
rithm begins to assign the second elements, corresponding
to labels of factor �. Proceeding exactly as in the first step,
but reversing the order of levels; namely, it starts from the
last level, goes up to the first one and down again.

Now we prove the correctness of the algorithm. The
part assigning the labels to a subgraph of � representing a
tree consists in considering the LCP between� and a simple
path � from a leaf to the root in �. We have freedom of
choice in view of the symmetry of the tree structure. Then,
we need to start from nodes of� corresponding to the leaves
of � in order to consider all the other paths in � and to
respect the connections of such paths with � .

It is easy to see that the algorithm processes each node a
constant number of times, then the time complexity is linear
in the number of nodes of �, i.e. ��� �����. Q.E.D.

5 On the Equivalence of � ���� � � Stage Net-
works

A � ���� � � stage � -MIN is classically obtained as con-
catenation of two � -MINs with ���� stages, by merging
the last stage of the first one with the first stage of the second
one. It is typical to concatenate all the combinations of pairs
of networks among Butterfly, Omega, Flip, Baseline, etc.
and their reverses to obtain a new � -MIN. In all this section
we call � -MIN� a network � with � ���� � � stages ob-
tained concatenating two � -MINs with ���� stages each,
both of them equivalent to the Reverse Baseline.

In view of the considerations done in the previous sec-
tion, both the first and the second networks can be decom-
posed as LCP of ���. As a consequence, we obtain that
the factors of � are the concatenation of a � and a � and
of a � and a �, respectively. It is obvious how to merge
the last stage of a � with the first stage of a �, but there
are many ways of merging the last stage of a � and the first
stage of a �. In fact, different ways of connecting the leaves
of the two trees lead to non equivalent structures, as high-
lighted in Figs. 2 and 3.

Theorem 9 Given two ���� stage � -MINs �� and ��,
both topologically equivalent to the Reverse Baseline, the
two � -MIN�s obtained as concatenation of �� and ���

� ,
and of �� and ���

� , repsectively, are topologically equiva-
lent.

Proof The statement follows from the decomposition

of both �� and �� in ��� and from the fact that the con-
catenation of a network and its reverse is symmetric with
respect to the line passing through the conjunction level.
Q.E.D.

In the following, we will indicate by �
� ( �

�) the con-
catenation of a � and a � (a � and a �).

Theorem 10 Given an� -MIN� �,��� ����� time is suf-

ficient to decompose it into a �
� and a �

�, where the way of

concatenating the two binary trees of �� is completely spec-
ified.

Proof The algorithm is divided into three different
phases, whose the first one decompose the first ���� stages
of the � -MIN� and the sets of edges in between, the second
one decomposes the last ���� � � stages and the sets of
edges in between, the third one decompose the set of edges
between stages ���� and ���� 	 �.

The first phase consists of the algorithm used to decom-
pose a ���� stage � -MIN as � � �, and outputs a label
for each node � of the first ���� stages.

Second phase also utilizes the same procedure, but it
handles only the last ���� -1 stages of � and of its factors.
Then, the subgraph�� of �� is a �

�
leaf complete binary tree

since the leaves of the complete � are not considered. Dif-
ferently, the subgraph of �

� is a pair, ��
� and ��

�, of �
�

leaf
complete binary trees, since the root of � is not considered.
Therefore, this phase decomposes the last ���� � � stages
as LCP of ��

� times �� and ��
� times ��.

At the end of these two phases all nodes of � have been
labeled, and all nodes and all edges, but the edges between
stages ���� and ����	�, of the� -MIN� are decomposed
as LCP.

Third phase uses the � -MIN� to construct the edges
between stages ���� and ���� 	� of �

�. Namely, an edge

in �
� is added between nodes 
 and � if an edge in the � -

MIN exists between nodes having as second element of their
label 
 and �, respectively. It is always possible to perform
this third phase, in view of the definition of the input � -
MIN�, and therefore it leads to a labeling of � nodes.

From Theorem 8 and from the definition of � the cor-
rectness of the algorithm follows.

For what concerns the time complexity, the first two
phases run in ��� ����� time; the third phase considers
all edges between stages ���� and ���� 	 � of � once,
and therefore runs in ���� time. Q.E.D. Let

us study the �
� factor given in output by the algorithm in the

proof of Theorem 10. It is possible to label each node of �
�

in the following way:

- the root of the � has null label;

-5-



1 2 3 4 5 6 7 8

9 10 11 12

13 14

15

16 17

18 19 20 21

22 23 24 25 26 27 28 29

15

1

2 3

4 5 6 7

8 9 10 11 12 13 14

16 17 18 19
20 21

22

(17,19)

(21,21)

(13,4)

(15,8)
(15,12) (15,10) (15,14) (15,9)

(15,13) (15,11)

(16,16)

(16,18) (16,17) (16,19) (17,16) (17,18) (17,17)

(18,20)
(18,21) (19,20)

(19,21) (20,20)
(20,21)

(21,20)

(22,22) (23,22) (24,22) (25,22) (26,22) (27,22) (28,22) (29,22)

(9,2)
(9,3) (10,2) (10,3)

(11,2)
(11,3) (12,2)

(12,3)

(1,1) (2,1) (3,1) (4,1) (5,1) (6,1) (7,1) (8,1)

(13,6) (13,5) (13,7)
(14,4) (14,6) (14,5)

(14,7)

(15,15)

(1,1) (2,1) (3,1) (4,1) (5,1) (6,1) (7,1) (8,1)

(9,2) (9,3)
(10,2) (10,3)(11,2) (11,3)

(12,2)
(12,3)

(13,4) (13,6)
(13,5)

(13,7)(14,4)
(14,6)

(14,5)

(14,7)

(15,8) (15,12) (15,10)
(15,14) (15,9)

(15,13) (15,11)
(15,15)

(17,19)(16,16)

(16,18)
(16,17)

(16,19)(17,16)
(17,18)

(17,17)

(21,21)(18,20) (18,21)

(19,20) (19,21)(20,20) (20,21)

(21,20)

(22,22) (23,22) (24,22) (25,22) (26,22) (27,22) (28,22) (29,22)

a b

c d

Figure 2: a. a �
�; b. a �

�; c. the concatenation of a reverse Butterfly and a Butterfly; d. the concatenation of a Flip and an
Omega. The networks in c. and d. are equivalent.
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Figure 3: a. a �
�; b. a �

�; c. the concatenation of two reverse Butterflies; d. the concatenation of two Omega networks. The
networks in c. and d. are equivalent.
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- from each node � labeled with ����, recursively, label �’
left child with ����0 and �’ right child with ����1; go on
until all nodes of � are labeled;

- for each couple of nodes in �, 
 and �, labeled ��
� and
���� that are children of the same unlabeled node �, label �
with a label obtained by eliminating from ��
� the only bit
where it is different from ����; go on until the root of � is
reached (and labeled with a null label).

Observe that the labeling of �
� is such that each � node

at level � has a label � � � bit long, each � node at level
� has a label � ���� � � � � bit long. The first phase of
the labeling scheme leads to a labeling of � nodes on each
level corresponding to their sorted binary numbering from
left side to right side.

Furthermore, the definition of the � -MIN� guarantees
also that all couples of siblings at the same levels have their
label differing in the same bit. For this reason, differently
from � nodes, the set of labels on a level of � does not
correspond anymore to a sorted binary numbering but to a
permutation.

From these observations, we can deduce: i) a fact giv-
ing an upper bound on the number of equivalence classes
of � -MIN�s, for a fixed � , and ii) an optimal algorithm to
check the equivalence of two �

�. In particular, this last re-
sult leads to an efficient algorithm to check the topological
equivalence of two � -MIN�s.

Fact 11 Given a � � ��, the number of non equivalent �
�

that are factor of an � -MIN is ����� � ��
.

Proof The labels of the leaves of any �
� are ������

bit long. In order to build the labels of the ����� 	 ��-th

level of �� we eliminate a bit, among ���� ��, in the labels
of the leaves. We can generalize this reasoning for each level
of �. The thesis follows observing that the elimination of
different bits leads to non equivalent graphs. Q.E.D.

It is straightforward to notice that, for each fixed� , the
number of equivalence classes is different. This implies that
any two networks belonging to different classes for a certain
� can fall in the same class for a smaller � .

Lemma 12 Given two �
�graphs, both factors of two differ-

ent � -MIN�s, ���� time is sufficient to check their topo-
logical equivalence.

Proof Let us label the two �
� by means of the label-

ing scheme described in the proof of Theorem 10. During
the third step of the labeling scheme, associate to each level
of � an integer corresponding to the index of the eliminated
bit. This procedure allows one to associate to each �

� a se-

quence ����� � �� long. It is easy to see that the two �
� are

equivalent if and only if their sequences are the same.

The time complexity is ���� since each �
� has �

�
� ��

nodes and each of them is processed a constant number of
times by the labeling scheme. Comparing the two sequences
takes ������� � ����. Q.E.D.

Theorem 13 Given two � -MIN�s, ��� ����� time is suf-
ficient to check their topological equivalence.

6 Conclusions and Open Problems

In this paper we have proposed a new general characteri-
zation of topological equivalence of � -MINs based on the
LCP. Then, we have applied this characterization to ����
and � ���� � � stage � -MINs.

Observe that the results for ���� and � ������ stage
networks are different, since the first one checks the belong-
ing to the equivalence class whose the Reverse Baseline is a
representative, while the second one checks the equivalence
of any two � -MIN�s. Nevertheless, it does not seem easy
to cover this gap using the LCP, since it is not clear how to
specify the properties of the complement of the equivalence
class which the Reverse Baseline belongs to.

Finally, the characterization of the equivalence classes
of � ���� � � stage � -MINs allows one to do some con-
siderations about the rearrangeability of this set of� -MINs;
this is the subject of a further paper [16].
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