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t In this work, using a suitable permuta-tion network of size N = 2n, followed by a hyper-
on
entrator network, M n-strings (2 � M � N)are sorted in Kn time. This is possible by using thebinary string values as destination addresses on thepermutation network. Sin
e M � N , N �M out-puts do not re
eive strings. If a hyper
on
entratornetwork follows, the N �M holes are removed andthe sorted sequen
e of M values is obtained. Usinga high eÆ
ien
y permutation network on whi
h aprobabilisti
 routing algorithm runs, and a suitablehyper
on
entrator network, the time of the overalloperation is Kn or K(log2N) where K is a verymoderate 
onstant.Keywords: Parallel sorting, probabilisti
 rout-ing algorithm, permutation networks, 
on
entratornetworks1 Introdu
tionSorting is a key task be
ause it 
an often rep-resent an intermediate step in many di�erentappli
ations. For this reason it is importantto study algorithms or devi
es 
apable to per-form the sorting of a set of elements in a timeas short as possible. The 
lassi
al Bat
hersorting algorithm/network [1℄ is an example ofthe 
orresponden
e between the algorithm andits wired (network) realization. Bat
her sort-ing algorithm is based on 
omparisons between

pairs of elements 
hosen a

ording to their re-
ipro
al positions in the network. Bat
her sort-ing network is realized 
onne
ting 
omparison
ells a

ording to the s
heme de�ned by thealgorithm. The Bat
her parallel sorting is de-terministi
 and has O(log22M log2 n) time 
om-plexity, where M is the number of elements tobe sorted, n is the n-string length and N = 2n(for the determination of this time 
omplexitysee Ref. [6℄).In this work a probabilisti
 parallel sortingpro
edure withKn time 
omplexity whi
h usesa permutation network followed by a hyper
on-
entrator is presented.2 The sorting pro
edure out-lineThe sorting pro
edure is based on the use of apermutation network followed by a hyper
on-
entrator as shown in Fig. 1.A non-blo
king permutation network of sizeN , PN, always allows all one-to-one 
onne
-tions between N inputs 
hannels and N output
hannels. In other words PN allows a permu-tation of its outputs on its inputs in a time TP
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Figure 1: A permutation network PN and a 
on
entrator network CN 
as
aded. N = 2n is thesize of the two networks and M is the number of the n-strings to be sorted.(depending on the depth of the network and onthe routing algorithm time 
omplexity).A hyper
on
entrator network of size N , CN,[11℄ has N inputs and N outputs and 
an es-tablish disjoint 
onne
tions from any subset ofk inputs, for any 1 � k � N , to the �rst k out-puts. The hyper
on
etrator eliminates holes ina time TC .As shown in Fig. 1, values to be sorted (n-strings) vi; i = 0; :::;M are presented on M(0 � M � N) of the N inputs of PN. n-strings 
an assume all values between 0 andN = 2n and, if these values are used as outputaddresses on PN, they are sorted and s
at-tered on M outputs. Hen
e N � M holesare present among the M sorted values. Toeliminate holes, and generate the sequen
e ofsorted values, the hyper
on
entrator networka
ts. The overall time of the sorting pro
edure

TS is: TS = TP + TC3 An implementation of theparallel sortingFollowing the outline presented in the previousse
tion (use of PN and CN), the 
hoi
e of therequested networks is 
riti
al for its in
uen
eon the overall time 
omplexity TS of the sortingpro
edure.In the past an asymptoti
ally nonblo
kingpermutation network has been presented, seeRef. [4, 5℄. It 
onsists of three 
as
aded sta
ksof banyan networks on whi
h a parallel prob-abilisti
 algorithm runs. In this permutationnetwork the faults of the probabilisti
 algo-rithm 
an be
ome negligible. The time 
om-plexity TP of this devi
e is 3 log2N , where Nis the network size. In another work [2℄ Cor-men and Leisersons present an hyper
on
en-
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Figure 2: Behavior 
omparison for some M=N ratios of the time TS (in steps) versus the numberof elements to be sorted M in the 
ited sorting pro
edures.trator whi
h 
onsists of many merge boxes ofvarious sizes suitably 
onne
ted. On this net-work a deterministi
 algorithm runs and theholes among strings are eliminated with time
omplexity TC = 2 log2N .Using an asymptoti
ally nonblo
king per-mutation network followed by the Cormen andLeiserson hyper
on
entrator the total sortingtime is: TS = TP + TC = 5 log2NBe
ause the length of n-strings is n = log2Nthe overall 
omplexity TS isTS = 5n

4 Dis
ussion and 
on
lusionsPreparata proposed a deterministi
 algorithmto sort M elements in O( log2M log2Nlog2(M=N) ) steps ifM � N=4 on N -node hyper
ubi
 networks (seeRef. [9, 7, 8℄). This algorithm, for small val-ues of M (M � pN=2), 
onsiderably improvesthe time of the Bat
her sorting network whi
hrequires O(log22M log2 n) steps.In Fig. 2 a 
omparison among timesof Preparata sorting algorithm, for M =N=4;M = N=8;M = pN=2 elements, timesof Bat
her sorting algorithm, and times of thesorting algorithm proposed in this work, forM = N;M = N=4;M = N=8 elements, isshown.



As one 
an see, times of the proposed paral-lel sorting pro
edure is better than all otherones ex
ept the 
ase M � pN=2 of thePreparata pro
edure.The fa
t that on the permutation networkruns a probabilisti
 routing algorithm is irrel-evant be
ause its faults be
ome negligible un-der suitable 
onditions [4℄ (fault o

urren
es
an be
ome smaller than the MTBF ratio, inthis 
ase the di�eren
e between the determin-isti
 and probabilisti
 
ase disappears, see Ref.[5, 10℄).Referen
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