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Virtual Machine Applications

• Emulation: Mix-and-match cross-platform portability
• Replication: Multiple VMs on single platform
• Composition: Form more complex flexible systems

Emulation Replication Composition



-3-

Multi
programmed

Systems

HLL VMs
Co-Designed

VMs

same ISA
different

ISA

Process VMs System VMs

Whole
System VMs

different
ISA

same ISA

Classic
OS VMs

Dynamic
Binary

Optimizers

Dynamic
Translators

Hosted
VMs

Our focus: Same ISA System VMs



System VMs



-5-

Server Virtualization Approaches
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Virtualization Overhead

• Time spent by the VMM
– Increases host CPU utilization
– Increases latency
– However, throughput can be acceptable if there is 

enough CPU power

Guest OS

VMM

Hardware

Additional CPU time
Direct
Execution

Sensitive 
operations
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Virtualization Overhead

• Overhead is not fixed
– Varies with workload
– Varies with Hardware – newer hardware has 

lower instruction latency
– Depends on how the application is tuned
– Depends on the hypervisor

• Examples
– SPEC CPU2006 - CPU intensive workload runs 

at near native speed. 
– Real life workloads have varying mix
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Techniques

– Full virtualization:
• Transparent Virtualization:
• “Classical” x86 is not fully virtualizable – it has   sensitive 

instructions that don't trap in user mode.
• Some of VMM's overhead comes from trying to detect these 

instructions !

– Advantages:
» Easy migration from physical to virtual systems (P2V).

– Disadvantages:
» Performance penalty

– Paravirtualization
• Technique that presents a software interface to virtual machines that is 

similar but not identical to that of the underlying hardware.
• The guest OSs are aware that they are executing on a VM. 

– Advantages:
» Lightweight and fast

– Disadvantages:
» Requires porting Guest OS, to use hypercalls instead of 

sensitive instructions.
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VMM Scheduler
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VMM Scheduler
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Memory Virtualization

• Virtual Memory in a VM
– Each guest OS maintains own set of page 

tables.
– Guest OS translates virtual memory locations 

to real memory locations (“physical memory” 
of VM.)

– Guest OS has swap space on virtual disk.

• VMM
– Translates real memory to physical memory 

using MMU.
– VMM may have a swap space on physical disk.
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Memory management without 
Virtualization
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Memory management with Virtualization
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Nested Page Tables

Issue:
• VM page table updates must be handled by the hypervisor.
• If done in software, VM page table updates can be very 

expensive.

Solution:
• Nested Page Tables (NPT) provides hardware support for 

translating the VM's virtual page tables to physical page tables.

• The hypervisor configures the hardware so that it intercepts any 
attempt of a VM to update its own virtual page tables.

• When the hardware catches a write to the VM's page tables, the 
hypervisor determines the physical pages that will map the VM's 
virtual pages and sets the real hardware page tables to the 
physical mapping.

• NPT provides a significant performance boost for workloads that 
do a lot of paging, such as creating and destroying lots of 
processes.
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Nested Paging 

• Provides the guest OS with the illusion 
that it is managing memory

• Page tables are actually kept up by the 
hypervisor in software

• Requires more software intervention 
from the hypervisor

• Each guest physically has their 
own world to manage 

• Requires less intervention 
• Memory look ups done in 

hardware which can be faster 
than software management
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Nested Page Tables
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Advanced Topics: Memory Sharing
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Advanced Topics: Memory Ballooning

• Inflating a balloon
– When the server wants to 

reclaim memory
– Increase memory pressure 

in the guest OS, reclaim 
space to satisfy the driver 
allocation request

– Driver communicates the 
physical page number for 
each allocated page to 
VMM

• Deflating
– Frees up memory for 

general use within the 
guest OS
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I/O Virtualization

• A number of different types of I/O devices

• Construct a virtual version of the device

• I/O activity directed at the device is 
intercepted by VMM and converted to 
equivalent request for underlying physical 
device.
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Device Types

• Dedicated Device
– Display, keyboard, mouse etc.
– VMM routes, but does not interpret the I/O 

instructions
• Partitioned Devices

– E.g. A hard disk can host several virtual disks
• Shared Devices

– E.g. network adapter
• Nonexistent Physical Devices

– E.g. network adapter to communicate only among 
VMs



Options For I/O Virtualization
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Network Architecture 
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Virtualization - Storage

Disk 1 Disk 2 Disk 3 Disk 4 Disk 6
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Emulated SCSI driver
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Disk modes
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Special storage states

Disk 1
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CPU Resource Settings: Percentages and Shares

• Minimum absolute percentage
– A percentage of a physical CPU 

reserved for this virtual machine
– The VMM chooses which CPU

• Maximum absolute percentage
– A cap on the consumption of CPU time 

by this virtual machine, as a proportion 
of a physical CPU

– Range is 0-100% for uni virtual machines
– Range is 0-200% for dual virtual machines

– Because VCPUs in the same virtual 
machine are always co-scheduled

• Proportional shares (relative)
– More shares means that this virtual 

machine will win competitions for CPU 
time
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Server Performance Optimization

• Minimum Size
• Maximum Size
• Share Allocation
• Dynamic Allocation
• Advanced Memory 
Management

• NIC Teaming
• Traffic Shaping

• Share Allocation

• Virtual SMP 
• Minimum Rate
• Maximum Rate
• Share Allocation
• CPU Load Balancing
• Processor Affinity
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VM Migration - Step 1

VMotion: Technical Drill-Down

ESX02

VM AVM A

ESX01

Shared Storage

VM A

1) Provision new virtual machine on 
target host

VM AVM A

1) Provision new virtual machine on 
target host
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VM Migration - Step 2

VMotion: Technical Drill-Down

ESX02

VM AVM A

ESX01

Shared Storage

VM AVM A

1) Provision new virtual machine on 
target host

2) Pre-copy memory from source to 
target, with ongoing changes logged 
to a bitmap

Memory 
Bitmap
Memory 
Bitmap

Memory
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VM Migration - Step 3

VMotion: Technical Drill-Down

ESX02

VM AVM A

ESX01

Shared Storage

VM AVM A

1) Provision new virtual machine on 
target host

2) Pre-copy memory from source to 
target, with ongoing changes logged 
to a bitmap

3) Suspend the virtual machine on the 
source host and copy memory 
bitmap to target host

Memory 
Bitmap
Memory 
Bitmap

Memory 
Bitmap
Memory 
Bitmap
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VM Migration - Step 4

VMotion: Technical Drill-Down

ESX02

VM AVM A

ESX01

Shared Storage

VM AVM A

1) Provision new virtual machine on 
target host

2) Pre-copy memory from source to 
target, with ongoing changes logged 
to a bitmap

3) Suspend the virtual machine on the 
source host and copy memory 
bitmap to target host

4) Resume virtual machine on target 
host

Memory 
Bitmap
Memory 
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VM Migration - Step 5

VMotion: Technical Drill-Down

ESX02

VM AVM A

ESX01

Shared Storage

VM AVM A

1) Provision new virtual machineon target 
host

2) Pre-copy memory from source to target, 
with ongoing changes logged to a 
bitmap

3) Suspend the virtual machine on the 
source host and copy memory bitmap 
to target host

4) Resume virtual machine on target host
5) “Demand page” from the source virtual 

machine when system accesses 
modified memory

“Background page” the source virtual 
machine until all memory has been 
successfully copied

Memory 
Bitmap
Memory 
Bitmap

Background 
Page

Demand 
Page
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VM Migration - Step 6

VMotion: Technical Drill-Down

ESX02ESX01

Shared Storage

VM AVM A

1) Provision new virtual machine on target 
host

2) Pre-copy memory from source to target, 
with ongoing changes logged to a 
bitmap

3) Suspend the virtual machine on the 
source host and copy memory bitmap 
to target host

4) Resume virtual machine on target host
5) “Demand page” from the source virtual 

machine when system accesses 
modified memory

“Background page” the source virtual 
machine until all memory has been 
successfully copied 

6) Delete virtual machine from source host



Virtual Appliances
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