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Abstract

In this paper, we considera novel forwarding techniquebasedon geographicallocation of the
nodesinvolved and randomselectionof the relaying nodevia contentionamongreceivers. A new
collision avoidanceschemebasedon this ideais describedin detail, andan approximateanalysisis
provided.Theproposedschemeis comparedwith asimilarsolutionbasdonbusytones,aswell aswith
STEM,andis shown to performwell for sufficientnodedensity. Comparedto thepreviouslyproposed
protocol,theonepresentedhereonly needsoneradio,therebygreatlysimplifying thehardware.

1 Introduction and system model

Energy consumptionis oneof the key technicalchallegesin sensornetworks andad hoc networks. It

is necessaryto devise communicationsandnetworking schemeswhich make judicioususeof the lim-

ited energy resourceswithout compromisingthe network connectivity andthe ability to deliver datato

the intendeddestination. In addition, sensornodesare often subjectto further constraintsin termsof

CPUpower, memoryspace,etc.,which call for simplealgorithmsandschemeswhosememoryneedsare

modest.�
This work hasbeenpartially supportedby theEuropeanCommissionundercontractIST-2001-34734“EYES.”
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Oneof themainmechanismsto save energy is theuseof sleepmodesat theMAC layer, by which nodes

areput to sleepasoftenaspossible.Thismustbedonein suchaway thatconnectivity is preserved,since

if toomany nodesaresleepingat thesametime,thenetwork mayendupbeingdisconnected.In therecent

literature,severalschemeshave beenproposedwhich addressthis problem.For example,SPAN [1] tries

to coordinatethe sleepingactivity of the nodesso that a connectingbackboneis alwayspresent.GAF

[2] identifiesgroupsof nodeswhich areequivalentfrom a routingpoint of view, i.e., in eachgroupit is

sufficient thatasinglenodeis awakeatany giventime. STEM[3], on theotherhand,providesameansto

communicatewith a nodecurrentlyasleep,by implementinga rendez-vous mechanismbasedon beacon

transmissions.

A commoncharacteristicof theaboveschemesis that,at theMAC layerandoftenalsoattheroutinglayer,

whenanodedecidesto transmita packet (astheoriginatoror a relay)it specifiestheMAC addressof the

neighborto which thepacket is beingsent. Knowledgeof thenetwork topology(thoughin many cases

only local in extent) is requiredsincea nodeneedsto know its neighborsandpossiblysomemoreinfor-

mationrelatedto theavailability of routesto the intendeddestination.This topologicalinformationcan

beacquiredat thepriceof somesignalingtraffic, andbecomesmoreandmoredifficult to maintainin the

presenceof network dynamics(e.g.,nodeswhichmoveor turn off without coordination).In addition,the

proposedschemesdohavesomeperformanceproblems,e.g.,theradiorangeis significantlyunderutilized

in GAF (which meansmorehopsareneededto cover a givendistance)andpotentiallylargedelaysmay

beintroducedin STEM (in orderto wait for anodeto wakeup).

We proposedan alternative solution,calledGeographicRandomForwarding (GeRaF)in [4], which is

basedontheassumptionthatsensornodeshaveameansto determinetheir location,andthatthepositions

of thefinal destinationandof thetransmittingnodeareexplicitly includedin eachmessage.In thisscheme,

anodewhichhearsamessageis ableto assessits own priority in actingasarelayfor thatmessage.Based

ontheknowledgeof thepositionsof thesensorsinvolved,eachnodewhichhearsamessagecandetermine

which region it belongsto. All nodeswho receiveda messagemayvolunteerto actasrelays,anddo so

accordingto their own priority. This mechanismtries to choosethe bestpositionednodesasrelays. In
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addition,sincetheselectionof therelaysis donea posteriori, notopologicalknowledgenorroutingtables

areneededateachnode,but thepositioninformationis enough.

The collision avoidanceMAC schemeproposedin [4] relieson busy tonesto solve the hiddenterminal

problem,therebyneedingtwo radios. In this paperwe proposea modifiedschemewhich only needsa

singleradioandusesanappropriatelytunedsensingtimeto avoid collisions.A simpleanalysisis reported

andcomparisonsaremadewith theoriginal scheme[4] andwith STEM [3]. Thenumericalresultsshow

that,althoughthepresentedschemeexhibitsasomewhatdegradedperformancecomparedto thebusy-tone

solution,it still doesbetterthanSTEM in densenetworks,while requiringasimplerhardware.

Weassumeherethatnodesarerandomlydistributedthroughoutthenetworkaccordingto aPoissonprocess

and that propagationcan be characterizedby coveragecircles (extensionto Rayleighfading is under

study). Thenodedensityis expressedin termsof averagenumberof nodeswithin thecoveragearea,� .

Eachnodewill beactiveonly a fraction � of thetime,sothattheactualnumberof availablerelayswithin

coverageis � ���	� . In addition,we assumethat for relayingpurposesonly a fraction 
������� of the

coverageareais actuallyconsidered,which approximatelycorrespondsto theportionof it whosepoints

arecloserto thedestinationthanthe transmitter(“relay area”— we assumeherethatpacketsarenever

allowedto move fartheraway from thedestination).

2 A new collision avoidance scheme for GeRaF

We considera schemewhich usescarriersensebeforetransmission.Traditionalcarriersenseschemes

only partially avoid collisionsandgive no strict guaranteeagainstthehiddenterminalproblem. Indeed,

the fact thatnodesarenot alwayson makestraditionalRTS/CTS-basedcollision avoidancemechanisms

ineffective sincea nodemay wake up after a CTS was issued. This could be solved by synchronizing

all nodesas in [5], which requiresadditionalsignalingand complexity. As an alternative, busy tones

couldbeusedasin GeRaF[4], but this hasthepotentiallysignificantdrawbackof requiringanadditional

radio. While sensornodeswith two radioshave beenreportedin the literature[3], in somecasesit may
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benecessaryor desirableto beableto operatewith only one.In this section,we proposeaMAC protocol

similar to GeRaF[4], but ableto work with a singleradio(“GeRaF-1R”).

Theschemeis basedongeographicrandomforwarding[4], wheredatapacketsareroutedby selectingthe

relaynodewhich is mostfavorably locatedtowardsthedestination.This selectionis madebasedon the

relative locationof transmitter, relayanddestination.More specifically, afterreceiving a request-to-send

(RTS) packet, all active nodeswithin rangewill evaluatetheir own priority in actingasa relaybasedon

their location,andcontendwith otherpotentialrelaysto becomethedesignatedrelayfor thatpacket. This

receiver contention procedureis whatmakesour protocolsubstantiallydifferentfrom othercarrier-sense

basedschemes.Theideais thatof usingwhatevernodeis availableat any giventime without waiting for

aspecificnodeto wake upor trying to acquiretopologyknowledgein adynamicenvironment.

The protocolworksasfollows. Whena nodehasa packet to send,it listensto the radio channel.If no

activity is sensedfor atimeduration��������� , thenodecanstartits transmissionactivity. Otherwise,thenode

backsoff andschedulesareattemptata latertime. Thecollisionavoidancefeatureof thisschemeis based

on the relationshipbetweenthe sensingtime and the transmissionschedulefollowed by active nodes.

Morespecifically, thesensingtimeshouldbelongenoughto overlapwith boththesender’s transmissions

andthereceivers’repliesduringthepacketexchange.Thisavoidsthatperiodsin whichanodeis receiving

areinterpretedasidle channelby its neighbors.

2.1 Transmitter

Whenasleepingnodehasapacket to send,it transitionsto theactivestateandmonitorstheradiochannel

for ��������� seconds.If during that time someactivity is detected,the nodebacksoff andreschedulesan

attemptat a latertime. If on theotherhandthechannelis sensedidle duringthis entireinterval, thenode

transmitsa broadcastRTS message,which containsthelocationof theintendeddestinationaswell asits

own. After sendingthe RTS, the transmittingnodelistensfor CTS messagesfrom potentialrelays. In

eachof theCTSslotsfollowing theendof theRTS message,the transmittingnodeactsasfollows: i) if

only oneCTS messageis received, it startstransmissionof the datapacket, whoseinitial part actsasa
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CTSconfirmationfor thenodewhich issuedtheCTS;ii) if it receivesnoCTSs,it will sendaCONTINUE

messageandlistenagainfor CTSs,timing out after ��� emptyCTSslots(“empty cycle”); iii) if it hears

a signalbut is unableto detecta meaningfulmessage,it will assumethata collision took place,andwill

sendaCOLLISION messagewhichwill triggerthestartof acollision resolutionalgorithmandwill listen

againfor CTSs.

After packet transmission,an immediateACK is expected. If it is correctly received, it completesthe

transactionandthenodecango backto sleep.

In orderto computetheamountof time theradiois active (transmitting,receiving or listening)asa result

of thegenerationof apacket,considerthefollowing (asimilarapproachwasusedin [4]). Firstof all, there

is achancethatno relaysarefoundin therelayarea,which leadsto anemptycycle. Theaveragenumber

of suchemptycyclesis �����! #"%$'&)(+* , where
,� is theaveragenumberof nodesin therelayarea,andthis

accountsfor a total radioactivity timeequalto��� �! "-$'& (+* �.���������0/1�02,3546/7���8�.��9:3546/1��9:3�4';)&<& (1)

where �=�0�������>/?��2	3�4@/A�B�8�=�09:3�4C/?�09:3�4�;D&E& is the time during which the radio is on in eachof those

cycles.Notein fact thatfor anemptycycle we have a listeningactivity for ��������� andthenanRTS packet

(transmitting),followed by exactly �B� CTS slots which remainempty (listening) and �B� CTS replies

(transmitting).Finally, notethatunlike in [4] we counthereall timesinvolvedonly once,sincethereis

only oneradio.

After a numberof emptycycles(if any) we havea successfulcycle, i.e.,onein which thereis at leastone

activenodein therelayarea.1 Thedurationof thesuccessfulcycle is foundas�0�������0/1��2	3�4F/HG+�09:3�46/?�.GI"J$'&K�09:3�4�;L/1��MN/H��O�9+P (2)

wheretheaveragenumberof CTSslotsneededto finally haveacontentionwinneris denotedby G (see[4]

for its detailedexpression).Thereasonwecount GQ"-$ CTSrepliesis becausethestartof thedatapacket

actsitself astheCTSreply for thesuccessfulCTSslot.
1Weassumeherethatthedynamicsof thenodesleepingactivity is suchthatafteranemptycyclethenext attemptatsending

theRTS will seeanindependentsetof relays.
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Thetotal radioactivity time relatedto thegenerationof onepacket is thenexpressedasR 3 � ��� �! "-$'& (+* �.���������S/1��2	3�46/7�B�8�=�09:3�46/1��9:354�;)&<&/6���������S/1��2	3�46/1G+��9:354T/?�.GI"J$'&K�09:3�4�;U/1��M�/H��O�9+P (3)

Notethatweconsiderherethetypicalcasein whichthesensornetwork is mostlysensingandthegenerated

traffic is low, so that we canignorethe event that whena nodehasa packet to transmitit will find the

channelsbusy. A morerefinedmodelasin [4] canbeusedto studythecaseof highertraffic, but sucha

studyis outof thescopeof thispaper.

2.2 Receiver

Eachnodewill (moreor less)periodicallywakeupandput itself in thelisteningmode.If nothinghappens

throughoutthelisteningtime, �WV , thenodegoesbackto sleep.On theotherhand,if thenodedetectsthe

startof a transmission,it goesinto thereceiving state.

Upondetectingthestartof a message,a listeningnodestartsreceiving. If no valid RTS is received, the

nodegoesbackto the listeningstate,whereit staysfor the originally scheduledduration. On the other

hand,if a valid RTS is received, the nodereadsthe informationin it anddeterminesits own priority as

a relay. This priority is basedon subdividing the relayregion into ��� regions X *DY �� Y XCZ:[ suchthatall

pointsin X]\ arecloserto thedestinationthanall pointsin X_^ for `Ia%b Y bc�d$ Y �� Y ���B"J$ [4].

Let X]\ theregion thenodebelongsto. Thatmeansthat thefirst opportunitythatnodehasto volunteeras

a relay is in the b -th CTSslot, assumingthatno CTSsweresentin CTSslots1 through bc"e$ . In fact, if

someCTSsweresentbeforeCTSslot b , this would meanthatsomehigherpriority region is non-empty

andthereforethe nodein questionshoulddrop out. Therefore,our nodeof priority b will listen for the

CTSrepliesin slots1 throughb0"f$ , until eitherit hearssomethingdifferentfrom aCONTINUEmessage

(in whichcaseit dropsout)or it receives bg"h$ CONTINUEmessages(in whichcaseit sendsits own CTS

in slot b ).
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If thenodeparticipatesin thecontention(i.e., it belongsto theonewith highestpriority amongthenon-

empty regions), two eventsmay happen. If it is the only one sendinga CTS in the b -th CTS slot, it

is the winner andwill receive the packet start. Otherwise,if otherusersalsosenda CTS in the same

slot, a collision occurs(theCTSreply will be“COLLISION”) anda binarysplitting collision resolution

algorithmsis executed. In this case,all nodesinvolved will decidewith probability 1/2 whetheror not

to sendagainin the next slot. If nobodysends,this randomdecisionis againexecutedin the following

slot. Otherwise,only thosewho have sentwill survive andall otherswill dropout, until thereis a single

survivor.

Nodeswhich heardtheRTS correctlywill follow thesequenceof stepsabove,andthey areguaranteedto

eitherbecomethe relay nodeor to drop out at somepoint. The event that two nodesthink they arethe

designatedrelaycanbecompletelyavoidedif thestartof thepacketcontainsthefull relaynode’saddress.

Following an approachasin [4], we canevaluatethe averagetime during which the receiver’s radio is

active following awake-upevent:Rji � k+l)�WV_/?�!$m"�k+ln&�o �WVp /1��2	3�4/ $�"1� (	�K � �.G+��9:3546/?�=Gq"-$'&K�09:3�4�;L/1��Mr/1�WO59+Ps&/ 
,� "e�t$s"1�u(	�! v&� �.GI"J$'&��=�09:3�4B/1��9:3�4';w&yx� �WVz/?�t$s"{k5lD&S|}
+�.GI"J$'&��=�09:3�4B/1��9:3�4';w&/~��2	3�4�" �WVp / $�"1� (	�K � �.��9:3546/1��Mr/1�WO59+Ps&jxB (4)

wherethe first term k5l)��V correspondsto no activity detected(k+l�� �u(8� Z�3�� is the probability of this

event). If on the other handsomeactivity is detected(after having listenedfor �WV+� p on averageand

having received the RTS), threecasesarepossible:i) the nodeis not in the relay area(with probability$�"h
 ) anddropsoff immediately;ii) thenodeis in therelayareabut losesthecontention;iii) thenodeis

in therelayareaandwins thecontention.Therestof theexpressionin bracketsin (4) accountsfor cases

ii) andiii).
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2.3 Collision avoidance feature

In this section,we discussthe collision avoidancepropertyof the proposedscheme,andshow how to

choose��������� in order to guaranteethat no collisionsoccur. Sincewe cannotrely on all nodeshaving

receivedtheRTS/CTS,wemustprovideamechanismto avoid thatanodewhichwakesup (andtherefore

is unawareof previous RTS/CTSexchanges)producesinterferenceat nodesalreadyactive in a packet

exchange.In orderto do so,we usea sensingtime ��������� which is theamountof time a nodehasto listen

for anidle channelbeforebeingallowedto transmitaRTSpacket. Collisionsareavoidedif ��������� exceeds

the maximumlengthof time a nodemay be continuouslylisteningwithout transmitting. That is, if a

nodedetectsanidle channelfor �0������� , this meansthatthechannelis in fact idle (i.e., thereareno hidden

terminals).

First of all, it is importantto identify which nodesneedto beprotectedandwhen.A slightly conservative

approachis to block thefollowing nodes

� all nodeswithin rangeof thetransmitterfor thewholeduration(from RTS to ACK)� all nodeswithin rangeof thereceiversaslongasthereceiversareinvolvedin thecontention.

The latter bullet meansthat eachcontendershouldbe protectedas long as it is still a valid contender,

whereasit no longerneedsto beprotectedafterit hasdroppedoff. For theactualwinner, thismeansto be

protectedthroughthewholeexchange.

In thetransmitteractivity, theradiotransmitstheRTS,all replies,andthedatapacket,whereasit receives

theCTSsandtheACK. As long as ��������� exceedsthedurationof CTSandACK packets,a sensingnode

will alwaysdetectabusychannelif it is within rangeof thetransmitter, which avoidsthehiddenterminal

problemfor thetransmitter.

Considernow areceiver(potentialrelay). If thisreceiver is locatedin thepriority regionof choice(theone

with highestpriority amongthosenon-empty),it mustbeableto follow all sender’srepliesandto contend.
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If b is thepriority region in question,thereceiver will not besendinganything until it is its turn to senda

CTS,i.e., in the b -th CTSslot. This meansthat ��������� mustbeat least ��2	3�4z/d�.bL"e$'&��.��9:354_/%��9:3�4';)& in

orderto protectthis receiver. In orderfor this to work in all cases,wemustchoose�����������-��2	3�4m/-���B��"$'&��.��9:3546/f��9:354�;)& for theworstcase.Notethatthis choicewill alsoprotectall thosepotentialrelaysthat

do notgetto contendbut dropoff afterhearingapacket startor aCOLLISION message.

If thereceiversendingtheCTSis theonly oneconteding,it is thewinnerandthedatapacket transmission

starts.In orderfor thepacket to becorrectlyreceived,we musthave �0�������T����M , i.e., a userwho senses

the channelafter a CTS hasbeensuccessfullysentmustnot be allowed to sendan RTS while the data

packet is beingtransmitted.

If on theotherhandthereceiver contendswith others,in thecollision resolutionalgorithmCTSsaresent

by the surviving terminals,so that who continuescontendingis protectedby its own CTS, as long as��������������9:3�4'; , while whoever doesnot senda CTS dropsoff andthereforedoesnot needprotection.

Thereis only onecasein which this doesnot apply: in the collision resolutionalgorithm, following a

collisionall nodesinvolveddecidewhetheror not to continuewith probability1/2. It is possiblethatnone

of thenodesinvolveddecidesto continue.In orderfor theschemeto leadto a winner, in this particular

casethe resultingemptyCTSslot is not counted,andall nodesinvolved in thecollision in theprevious

CTSslot will make anotherindependentdecision.This may leadto a numberof emptyCTSslotsin the

unlikely event that this happensa numberof timesin a row. In theory, this could result in an arbitrarily

long idle channeltime (asperceived by nodeswithin rangeof the receiversbut not of the transmitter),

which maythereforeexceed��������� . On theotherhand,theprobabilitythatthis happensis verysmall,and

if �0������� is equalto a few CTSdurationsthiseventcanbeneglected.2

In view of theabove discussion,we have that thelengthof ��������� mustbeno shorterthat ��M and ��2	3�4_/�����B"%$'&��=�09:3�4T/H�09:3�4�;D& , i.e.,weshouldchoose

�����������e�Q���g����M Y ��2	3�46/?�����B"J$�&��.��9:3�46/H�09:3�4�;D&w� (5)
2Onecoulddeterministicallyforcea CTSaftera certainnumberof emptyCTSslotsduringthecollision resolutionproce-

dure,therebyavoidingeventhis low-probabilityevent.
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which typically leadsto ���������I����M . With this choice,even in the absenceof busy tones,the hidden

terminalproblemis completelyavoidedin thisscenario,andthereforetheprotocolcorrectlyoperateswith

asingleradio.

Notethat theintroductionof �0������� is expectedto producesomeperformancedegradationsinceit implies

a longeractive time for thetransmitter’s radio,aswell assomeadditionallatency. This is thepriceto pay

for the hardwaresimplicity. In orderto mitigatethis negative effect, onecould acceptsomeprobability

of beinghit by hiddenterminalsif theresultingperformancedegradationis outweighedby thebenefitof

avoiding a long �0������� . Alternatively, onecouldforcesomeadditionalmessagesto go out soasto reduce��������� . For example,for long packetsonecandivide theminto pieces,andseparatethesepiecesby short

gapsduringwhichnousefuldatais transmittedby thesenderwhile thereceiversendsoutapulseof energy

(the equivalentof a “busy tone”), which reducesthe requirementson ��������� which mustnow be aslong

asa singlepieceinsteadof asthewholepacket. Theeffectivenessof this solutiondependson theenergy

costof switchingthe radio,which needscarefulevaluationandis left for futurestudy. We will show in

this paperthateven the simpleschemewith no busy tonesat all canachieve reasonableperformancein

realisticscenarios.

3 Analysis

We now give anapproximateanalysisasin [4], in orderto gainsomeunderstandingof thebasicmecha-

nismsandsourcesof energy consumptionof ourscheme,aswell asto compareit to STEM.

Considera long time interval of duration
R
. The total averageenergy consumedduring this time canbe

expressedasfollows: �s���j� �?�_3 � 3@/f� i � i /1���t�c� (6)

where �F3 and � i aretheaveragenumberof times(during
R
) thenodetransmitsa packet andwakesup to

listen,respectively, while

� 3 Y � i is theaverageamountof energy consumedfollowing eitherevent. ��� is

thetotal timespentin sleepmode,while �c� is thepowercorrespondingto thatstate.
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Wefocushereon thetypical situationin which thenetwork is sensingmostof thetime,andmessagesare

producedonly infrequently. Therefore,we ignoretheeventthatuserswho wantto transmitcannotdo so

becausethechannelis alreadybusy.

In this case,thetotal time associatedto thetransmittingactivity of a nodeis thengivenby (3) andif we

assumethat the power spentin transmit,receive andlisten modeis the same� for all, the total energy

spentevery timea nodewantsto transmita packet is� 3�� R 3W� (7)

andthecontribution of theenergy associatedto packet transmissionto thetotal averagepower consump-

tion

�s���j� � R is �_3 � 3R �A�g� R 3 (8)

where
R 3 is givenin (3) and � is thepacket arrival rateat eachnode.

Similarly, for the receive activity, the total averagecontribution to the total averagepower consumption�s���j� � R canbefoundas

� i � i � R andis boundedby� i � iR � � i ��WV � �8� Rji�WV�?�	�-/7����o." �e��Vp /H
	���=Gq"J$'&��.��9:3�46/H�09:3�4�;D&/?�~�02,354T/?�t$m"H� (	�K &S�.��9:3�4T/1��Mr/1�WO59+P�&K� (9)

whereweusedthefactthat �8�I�t$s"{k5lD&�WV � �8���g�r�WV�WV �A�g� � (10)

Finally, sincethenodewill besleepingmostof thetime,wecanusetheapproximation�0�E� R � $ .
Thetotal normalizedaverageenergy consumptionto thengivenby¡ l¢� �s���j�

� R � $�¤£ �_3
� 3R / � i � iR / �0�t�c�R¦¥ (11)
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Figure2: Averagenormalizedenergy consump-
tion,

¡ l , vs. dutycycle, � . GeRaF, GeRaF-1Rand
STEMcompared.��� p � Y $��¬� , network load0.1.

wherethe expressionsfor the threetermsaregiven above.
¡ l is the total energy consumedin time

R
,

dividedby theenergy whichwouldbeconsumedby aradiowhich is alwayson(transmitting,receiving or

monitoringthechannel).

Latency, definedasthetime it takesfrom whena nodestartsthepacket transmissionhandshake to when

thetransmissionof theactualdatapacketstarts,canbecomputeedas
R 3 minusthetimefor dataandACK,

i.e., �B4 � ��� �! "J$'& (+* �=�0�������0/1��2	3�4F/f�B�8�=�09:3�4B/1��9:354�;D&E&/6���������S/1��2	3�46/1G+��9:354T/?�.GI"J$'&K�09:3�4�; (12)

4 Performance comparison

In this section,we give somenumericalresultsfor the schemesconsidered,andprovide a comparison

betweenthem. For thenew MAC proposed(GeRaF-1R)we usethe above analysis,whereasfor STEM

andtheclassicversionof GeRaFwe usetheresultsin [4]. In all the following results,we choose�B�@�� Y 
��e���� Y ��4�t®0�'�0M¯�#��°$ (weassumeherefor simplicity thatall signalingpacketsareof thesamelength
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Resultsfor theaveragenormalizedenergy consumptionareshown in Figures1 and2. Thelossin perfor-

mancedueto thesingle-radiooperationcomparedto theschemewith thebusytones[4] canbequantified.

It is importantto notethatessentiallytheconclusionsin [4] still hold, i.e., theproposedschemeoutper-

forms STEM [3] whenever the nodedensityis sufficient, which in this casecorrespondsto more than

about20 neighbors.3

Thetradeoff betweenenergy andlatency is shown in Figures3 and4. While it is apparentthat for small

dutycycles(upperleft regionof thecurves)theperformancehit maybesignificant,wearemoreinterested

in thelow-energy portionof thecurves,wherethelatency degradationis notexceedinglylarge.

An approximateenergy optimizationcanbecarriedout following [4] to computetheoptimalduty cycle

asa functionof thesystemparameters.Theminimumenergy asa functionof thenodedensityif reported

in Figure5, whereonecanseethat theminimumenergy is only slightly larger in thecasewith a single

radiothanit is in thecasewith two radios.In bothcases,STEMis outperformedwhenthenodedensityis

sufficient,dueto thedifferentslopeof theminmiumenergy vs. nodedensitycurves.
3Notethattheseneighborsarenotall activeat thesametime,but only duringa fraction ² .
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Figure 5: Optimal normalizedaverageenergy
consumption,

¡
, vs. averagenumberof nodes

within coverage,� . Network load ��¶��$ and0.1.
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Figure6: Latency (in unitsof ��M ) corresponding
to optimalenergy consumptionvs. averagenum-
ber of nodeswithin coverage,� . Network load��¶��$ and0.1.

Finally, thelatency whichcorrespondsto theminimumenergy point is shown in Figure6. While thisresult

seemsto bevery negative for theone-radioscheme,it shouldbe recalledthat it correspondsto thevery

minimumfor theenergy. LookingbackatFigures3 and4,onecanseethattheenergy minimumis notvery

sharp,which meansthatby allowing a smallenergy losswe canreducethe latency to acceptablevalues.

Therefore,from resultssucharethosein Figures3 and4 we canconcludethat in the interestingregion

of operationtheone-radioversionof GeRaFworksaswell astheonewith busytones,while requiringa

significantlysimplerhardware.

5 Conclusions

In this paper, we considereda novel forwardingtechniquebasedon geographicallocationof the nodes

involvedandrandomselectionof therelayingnodevia contentionamongreceivers.A collisionavoidance

schemebasedon this ideawasdescribed,andanapproximateanalysiswasprovided. Unlike previously

proposedschemesbasedon busytones,our protocoldoesnot needa secondradio.Theproposedscheme

was comparedwith its two-radio versionas well as with STEM, and was shown to perform well for

sufficientnodedensity.
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Itemsfor futureresearchincludea moredetailedanalysis,comparisonwith otherproposedschemes,and

optimizationof theparameters.
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