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Abstract

In this paper we considera novel forwarding techniquebasedon geographicalocation of the
nodesinvolved and randomselectionof the relaying nodevia contentionamongrecevers. A nev
collision avoidanceschemebasedon this ideais describedn detail, andan approximateanalysisis
provided. Theproposedchemes comparedvith asimilar solutionbasdon busytonesaswell aswith
STEM, andis shavn to performwell for sufiicientnodedensity Comparedo the previously proposed
protocol,the onepresentedhereonly needsoneradio, therebygreatlysimplifying the hardware.

| ntroduction and system mode

Enegy consumptionis one of the key technicalchallegesin sensometworks and ad hoc networks. It
is necessaryo devise communicationsand networking schemesvhich make judicious useof the lim-
ited enegy resourcesvithout compromisingthe network connectvity andthe ability to deliver datato
the intendeddestination. In addition, sensomodesare often subjectto further constraintsan termsof

CPUpower, memoryspaceegtc.,which call for simplealgorithmsandschemesvhosememoryneedsare

modest.

*This work hasbeenpartially supportedy the EuropearCommissiorundercontractlST-2001-34734EYES”
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Oneof the main mechanismso save enegy is the useof sleepmodesatthe MAC layer, by which nodes
areputto sleepasoftenaspossible.This mustbe donein suchaway thatconnectvity is presered,since
if toomary nodesaresleepingatthesametime, thenetwork mayendup beingdisconnectedin therecent
literature,several scheme$iave beenproposedvhich addresshis problem. For example,SFAN [1] tries
to coordinatethe sleepingactiity of the nodesso that a connectingbackbones always present. GAF
[2] identifiesgroupsof nodeswhich areequivalentfrom a routing point of view, i.e., in eachgroupit is
sufficientthata singlenodeis awake atary giventime. STEM[3], onthe otherhand,providesameango
communicatewith a nodecurrentlyasleeppy implementinga rendez-vous mechanisnbasedon beacon

transmissions.

A commoncharacteristiof theabove schemess that,attheMA C layerandoftenalsoattheroutinglayer,
whenanodedecidedo transmita paclet (asthe originatoror arelay)it specifiesthe MAC addres®f the
neighborto which the paclet is beingsent. Knowledgeof the network topology (thoughin mary cases
only local in extent)is requiredsincea nodeneedso know its neighborsandpossiblysomemoreinfor-
mationrelatedto the availability of routesto the intendeddestination.This topologicalinformationcan
be acquiredat the price of somesignalingtraffic, andbecomesnoreandmoredifficult to maintainin the
presencef network dynamics(e.g.,nodeswhich move or turn off without coordination).In addition,the
proposedschemeslo have someperformanceroblemsg.g.,theradiorangeis significantlyunderutilized
in GAF (which meansmorehopsareneededo cover a givendistance)and potentiallylarge delaysmay

beintroducedn STEM (in orderto wait for anodeto wake up).

We proposedan alternatve solution, called GeographicRandomForwarding (GeRaF)in [4], which is
basedntheassumptiorthatsensonodeshave ameango determingheirlocation,andthatthe positions
of thefinal destinatiorandof thetransmittingnodeareexplicitly includedin eachmessageln thisscheme,
anodewhich hearsamessagés ableto assesgts own priority in actingasarelayfor thatmessageBased
ontheknowledgeof thepositionsof thesensorsnvolved,eachnodewhich hearsamessageandetermine
which region it belongsto. All nodeswho receved a messagenay volunteerto actasrelays,anddo so

accordingto their own priority. This mechanisntriesto choosethe bestpositionednodesasrelays. In



addition,sincetheselectiorof therelaysis donea posteriori, notopologicalknowledgenorroutingtables

areneededateachnode,but the positioninformationis enough.

The collision avoidanceMAC schemeproposedn [4] relieson busy tonesto solve the hiddenterminal
problem,therebyneedingtwo radios. In this paperwe proposea modified schemewhich only needsa
singleradioandusesanappropriatelyjtunedsensingimeto avoid collisions. A simpleanalysiss reported
andcomparisongaremadewith the original schemd4] andwith STEM[3]. The numericalresultsshov

that,althoughthe presentedchemesxhibitsasomevhatdegradedoerformanceomparedo thebusy-tone

solution, it still doesbetterthanSTEM in densenetworks, while requiringa simplerhardware.

We assumdnerethatnodesarerandomlydistributedthroughouthenetwork accordingo aPoissomprocess
and that propagationcan be characterizedy coveragecircles (extensionto Rayleighfadingis under
study). The nodedensityis expressedn termsof averagenumberof nodeswithin the coveragearea,N.
Eachnodewill beactive only afractiond of thetime, sothattheactualnumberof availablerelayswithin
coverageis M = dN. In addition,we assumeéhatfor relayingpurposesnly afraction¢ = 0.4 of the
coverageareais actuallyconsideredwhich approximatelycorrespondso the portion of it whosepoints
arecloserto the destinationthanthe transmitter(“relay area”— we assumeherethat pacletsare never

allowedto move fartheraway from the destination).

2 A new collison avoidance scheme for GeRaF

We considera schemewhich usescarrier sensebeforetransmission.Traditional carrier senseschemes
only partially avoid collisionsandgive no strict guaranteegainstthe hiddenterminal problem. Indeed,
the factthatnodesarenot alwayson makestraditional RTS/CTS-basedollision avoidancemechanisms
ineffective sincea nodemay wake up aftera CTS wasissued. This could be solved by synchronizing
all nodesasin [5], which requiresadditionalsignalingand complity. As an alternatve, busy tones
couldbeusedasin GeRaH4], but this hasthe potentiallysignificantdravbackof requiringanadditional

radio. While sensomodeswith two radioshave beenreportedin the literature[3], in somecasest may



benecessargr desirableo beableto operatewith only one.In this section,we proposea MAC protocol

similarto GeRaH4], but ableto work with a singleradio (“GeRaF-1R").

Theschemas basedn geographicandomforwarding[4], wheredatapacletsareroutedby selectinghe
relay nodewhich is mostfavorably locatedtowardsthe destination.This selectionis madebasedon the
relative locationof transmittey relay anddestination.More specifically afterreceving a request-to-send
(RTS) paclet, all actve nodeswithin rangewill evaluatetheir own priority in actingasarelay basedon
theirlocation,andcontendwith otherpotentialrelaysto becomehe designatedelayfor thatpaclet. This
receiver contention procedurdas whatmakesour protocolsubstantiallydifferentfrom othercarriersense
basedschemesTheideais thatof usingwhatever nodeis availableat ary giventime without waiting for

aspecificnodeto wake up or trying to acquiretopologyknowledgein a dynamicernvironment.

The protocolworks asfollows. Whena nodehasa paclet to send.,it listensto the radio channel.If no
actuity is sensedor atime durationT,,,,, thenodecanstartits transmissioractvity. Otherwisethenode
backsoff andschedules reattempttalatertime. Thecollision avoidancefeatureof this schemas based
on the relationshipbetweenthe sensingtime and the transmissionschedulefollowed by active nodes.
More specifically thesensingime shouldbelong enoughto overlapwith boththe senders transmissions
andtherecevers’repliesduringthepaclketexchange Thisavoidsthatperiodsin whichanodeis receving

areinterpretedasidle channeby its neighbors.

2.1 Transmitter

Whenasleepinghodehasa pacletto send it transitiongo the active stateandmonitorstheradiochannel
for T;.,s seconds.If duringthattime someactvity is detectedthe nodebacksoff andreschedulesn
attemptat a latertime. If on the otherhandthe channeis senseddle duringthis entireinterval, the node
transmitsa broadcasRTS messagewhich containsthe locationof theintendeddestinatioraswell asits
own. After sendingthe RTS, the transmittingnodelistensfor CTS messagefrom potentialrelays. In
eachof the CTS slotsfollowing the endof the RTS messagethe transmittingnodeactsasfollows: i) if

only one CTS messages receved, it startstransmissiorof the datapaclet, whoseinitial partactsasa
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CTSconfirmationfor thenodewhichissueahe CTS;ii) if it recevesno CTSs, it will senda CONTINUE
messageandlisten againfor CTSs,timing out after N, empty CTS slots (“empty cycle”); iii) if it hears
asignalbut is unableto detecta meaningfulmessageit will assumehata collision took place,andwill

senda COLLISION message&vhichwill triggerthe startof a collision resolutionalgorithmandwill listen

againfor CTSs.

After paclet transmissionanimmediateACK is expected. If it is correctlyreceved, it completeshe

transactiorandthe nodecango backto sleep.

In orderto computethe amountof time theradiois active (transmitting,receving or listening)asaresult
of thegeneratiorof apaclet, considetthefollowing (asimilarapproactwasusedin [4]). Firstof all, there
is achancehatnorelaysarefoundin therelayareawhich leadsto anemptycycle. Theaveragenumber
of suchemptycyclesis (e — 1)1, whereé M is theaveragenumberof nodesin therelayarea,andthis

accountdor atotal radioactvity time equalto
(e — 1) Y(Tuens + Trrs + Ny(Tors + Torsr)) (1)

where (Tsens + Trrs + Np(Ters + Tersy)) is the time during which the radio is on in eachof those
cycles. Notein factthatfor anemptycycle we have alisteningactuity for 7., andthenan RTS paclet
(transmitting),followed by exactly N, CTS slots which remainempty (listening) and N, CTS replies
(transmitting). Finally, notethat unlike in [4] we counthereall timesinvolved only once,sincethereis

only oneradio.

After anumberof emptycycles(if ary) we have a successfutycle,i.e.,onein whichthereis atleastone

active nodein therelayarea.! Thedurationof the successfutycleis foundas
Tsens + Trrs + 2Ters + (v — 1)Terse + Tp + Tack (2

wheretheaveragenumberof CTSslotsneededo finally have acontentiorwinneris denoteduy z (seef4]
for its detailedexpression).Thereasonwe countz — 1 CTSrepliesis becausehe startof the datapaclet

actsitself asthe CTSreply for thesuccessfuCTSslot.

We assuménerethatthedynamicsof thenodesleepingactivity is suchthatafteranemptycycle thenext attemptat sending
theRTS will seeanindependensetof relays.



Thetotal radioactvity time relatedto the generatiorof onepacletis thenexpresseds

tr = (M — 1) YTyens + Trrs + Ny(Ters + Torsy))

+Tsens + Trrs + tTors + (x — D)Tersy + Tp + Tack (3)

Notethatwe consideherethetypical casan whichthesensonetwork is mostlysensingandthegenerated
traffic is low, sothatwe canignorethe eventthatwhena nodehasa paclet to transmitit will find the
channeldusy. A morerefinedmodelasin [4] canbe usedto studythe caseof highertraffic, but sucha

studyis out of the scopeof this paper

2.2 Receiver

Eachnodewill (moreor less)periodicallywake up andputitselfin thelisteningmode.If nothinghappens
throughouthelisteningtime, 77, the nodegoesbackto sleep.On the otherhand,if the nodedetectghe

startof atransmissionit goesinto thereceving state.

Upon detectingthe startof a messagea listeningnodestartsreceving. If novalid RTS is receved,the
nodegoesbackto the listening state,whereit staysfor the originally scheduledduration. On the other
hand,if avalid RTS is receved, the nodereadsthe informationin it anddeterminests own priority as
arelay This priority is basedon subdviding the relay region into NV, regions A, ..., Ay, suchthatall

pointsin 4; arecloserto thedestinatiorthanall pointsin A; for j > 4,s =1,..., N, — 1 [4].

Let A; theregionthe nodebelongsto. Thatmeanghatthefirst opportunitythatnodehasto volunteeras
arelayis in thei-th CTSslot, assuminghatno CTSsweresentin CTSslots1 through: — 1. In fact, if
someCTSsweresentbeforeCTS slot 7, this would meanthat somehigherpriority region is non-empty
andthereforethe nodein questionshoulddrop out. Therefore,our nodeof priority ¢ will listen for the
CTSrepliesin slots1 through: — 1, until eitherit hearssomethingdifferentfrom a CONTINUE message
(in which caset dropsout) or it receves: — 1 CONTINUE message@n which casat sendsts own CTS

in slot?).



If the nodeparticipatesn the contention(i.e., it belongsto the onewith highestpriority amongthe non-
empty regions), two eventsmay happen. If it is the only one sendinga CTS in the i-th CTS slot, it

is the winner andwill receve the paclet start. Otherwise,if otherusersalsosenda CTS in the same
slot, a collision occurs(the CTSreply will be“COLLISION”) anda binary splitting collision resolution
algorithmsis executed. In this case,all nodesinvolved will decidewith probability 1/2 whetheror not
to sendagainin the next slot. If nobodysendsthis randomdecisionis againexecutedin the following

slot. Otherwiseonly thosewho have sentwill survive andall otherswill dropout, until thereis asingle

Survivor.

Nodeswhich heardthe RTS correctlywill follow thesequencef stepsabove,andthey areguaranteedo
eitherbecomethe relay nodeor to drop out at somepoint. The eventthattwo nodesthink they arethe

designatedelay canbe completelyavoidedif thestartof the paclet containghefull relaynodesaddress.

Following an approachasin [4], we canevaluatethe averagetime during which the recever’s radio is

active following awake-upevent:

T
te = polr+ (1—po) ?L + Trrs

1—e M

Ry — (eTers + (x = 1)Tersy + Tp + Tack)

EM — (1 — e M)
i (x —1)(Ters + TC’TSr)‘|

= T+ (1 —po) [&(x — 1)(Ters + Tersyr)

T, 1—e M
+ TRTS - _L +— (TCTS + TD —+ TACK)] . (4)

2 M

wherethe first term py T}, correspondgo no actiity detected(p, = e *N't is the probability of this
event). If on the otherhandsomeactvity is detected(after having listenedfor 77, /2 on averageand
having recevedthe RTS), threecasesare possible:i) the nodeis notin therelay area(with probability
1 — &) anddropsoff immediately;ii) thenodeis in therelayareabut losesthe contentionjii) thenodeis
in therelay areaandwins the contention.Therestof the expressionn bracletsin (4) accountdor cases

ii) andiii).



2.3 Collison avoidance feature

In this section,we discussthe collision avoidancepropertyof the proposedschemeandshov how to
chooseTy,,s in orderto guarantedhat no collisionsoccut Sincewe cannotrely on all nodeshaving
recevedthe RTS/CTS,we mustprovide amechanisno avoid thata nodewhich wakesup (andtherefore
is unawvare of previous RTS/CTSexchanges)producesnterferenceat nodesalreadyactive in a packet
exchange In orderto do so,we usea sensingime 7., which is theamountof time a nodehasto listen
for anidle channebeforebeingallowedto transmita RTS paclet. Collisionsareavoidedif 7., , exceeds
the maximumlength of time a nodemay be continuouslylistening without transmitting. Thatis, if a
nodedetectsanidle channefor T, ,, this meanghatthe channelis in factidle (i.e., thereareno hidden

terminals).

Firstof all, it is importantto identify which nodesneedto be protectecandwhen.A slightly conserative

approachs to block thefollowing nodes

¢ all nodeswithin rangeof thetransmitterfor thewhole duration(from RTS to ACK)

¢ all nodeswithin rangeof thereceversaslong asthereceversareinvolvedin the contention.

The latter bullet meansthat eachcontendershouldbe protectedaslong asit is still a valid contender
whereast nolongerneeddo be protectedafterit hasdroppedoff. For theactualwinner, this meango be

protectedhroughthewhole exchange.

In thetransmitteractiity, theradiotransmitshe RTS, all replies,andthe datapaclet, whereast receves
the CTSsandthe ACK. As long asT.,, exceedghe durationof CTS andACK paclets,a sensinghode
will alwaysdetecta busychanneif it is within rangeof thetransmitteywhich avoidsthe hiddenterminal

problemfor thetransmitter

Considemow arecever (potentialrelay). If thisreceveris locatedin the priority region of choice(theone

with highestpriority amongthosenon-empty)jt mustbeableto follow all sendersrepliesandto contend.



If 4 is the priority regionin questionthereceverwill notbesendinganything until it is its turnto senda
CTS,i.e.,in thei-th CTSslot. This meanghatT;.,; mustbeatleastTrrs + (i — 1)(Ters + Torsy) in
orderto protectthisrecever. In orderfor thisto work in all caseswe mustchoos€l’s.,s > Trrs + (N, —
1)(Ters + Torsy) for theworstcase.Note thatthis choicewill alsoprotectall thosepotentialrelaysthat

do notgetto contendbut drop off afterhearinga paclet startor a COLLISION message.

If thereceversendinghe CTSis theonly onecontedingjt is thewinnerandthe datapaclettransmission
starts.In orderfor the paclet to be correctlyreceved, we musthave 7., > Tp, i.e.,auserwho senses
the channelafter a CTS hasbeensuccessfullysentmustnot be allowed to sendan RTS while the data

pacletis beingtransmitted.

If ontheotherhandtherecevercontendswith others,in the collision resolutionalgorithmCTSsaresent
by the surviving terminals,so that who continuescontendingis protectedby its own CTS, aslong as
Tsens > Torsry, While whoever doesnot senda CTS dropsoff andthereforedoesnot needprotection.
Thereis only one casein which this doesnot apply: in the collision resolutionalgorithm, following a
collision all nodesnvolveddecidewhetheror notto continuewith probability 1/2. It is possiblethatnone
of the nodesinvolved decidesto continue. In orderfor the schemeo leadto a winner, in this particular
casethe resultingempty CTS slot is not counted,andall nodesinvolvedin the collision in the previous
CTSslotwill make anotherindependentiecision. This may leadto a numberof empty CTSslotsin the
unlikely eventthatthis happensa numberof timesin a row. In theory this could resultin an arbitrarily
long idle channeltime (as perceved by nodeswithin rangeof the receversbut not of the transmitter),
which maythereforeexceedT.,,;. Ontheotherhand,the probabilitythatthis happenss very small,and

if T.ns is equalto afew CTSdurationsthis eventcanbe neglected.?

In view of the above discussionye have thatthe lengthof T, mustbe no shorterthatTp andTrrs +

(Np - 1)(TCTS + TCTST)! i.e.,we shouldchoose

Tsens = maX{TDa TRTS + (Np - 1)(TC’TS + TCTST‘)} (5)

20Onecould deterministicallyforce a CTS after a certainnumberof empty CTS slotsduring the collision resolutionproce-
dure,therebyavoiding eventhis low-probability event.




which typically leadsto T,.,, = Tp. With this choice,evenin the absenceof busy tones,the hidden
terminalproblemis completelyavoidedin this scenarioandthereforethe protocolcorrectlyoperatesvith

asingleradio.

Notethattheintroductionof 7., is expectedto producesomeperformancealegradationsinceit implies
alongeractive time for thetransmitters radio,aswell assomeadditionallateng. Thisis the priceto pay
for the hardware simplicity. In orderto mitigatethis negative effect, one could acceptsomeprobability
of beinghit by hiddenterminalsif theresultingperformancealegradationis outweighedy the benefitof
avoiding along T%.,.s. Alternatively, onecouldforce someadditionalmessaget go out soasto reduce
T,ens. FOr example,for long pacletsonecandivide theminto piecesandseparatéhesepiecesby short
gapsduringwhichnousefuldatais transmittedby thesendemvhile therecever sendsouta pulseof enegy
(the equialentof a “busytone”), which reduceghe requirement®on 7., which mustnow be aslong
asasinglepieceinsteadof asthewhole paclet. The effectivenesf this solutiondependon the enegy
costof switchingthe radio, which needscarefulevaluationandis left for future study We will show in
this paperthat even the simple schemewith no busy tonesat all canachiese reasonablgerformancen

realisticscenarios.

3 Analysis

We now give anapproximateanalysisasin [4], in orderto gainsomeunderstandin@f the basicmecha-

nismsandsourcef enegy consumptiorof our schemeaswell asto comparedt to STEM.

Considera long time interval of durationt. The total averageenegy consumediuring this time canbe
expressedasfollows:

Etot = NTET + NZEZ + TsPs (6)

whereNy and N, aretheaveragenumberof times(duringt) the nodetransmitsa packetandwakesup to
listen,respectrely, while £, E, is theaverageamountof enegy consumedollowing eitherevent. T is

thetotal time spentin sleepmode,while P; is the power correspondingdo thatstate.
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We focushereon thetypical situationin which the network is sensingnostof thetime, andmessageare
producedonly infrequently Therefore we ignorethe eventthatuserswho wantto transmitcannotdo so

becauséhe channels alreadybusy.

In this case the total time associatedo the transmittingactivity of a nodeis thengivenby (3) andif we
assumehatthe power spentin transmit,receve andlisten modeis the sameP for all, the total enegy

spentevery time a nodewantsto transmita pacletis
ET = tTP (7)

andthe contribution of the enegy associatedo paclet transmissiono the total averagepower consump-

tion Ey, /t is

= \Ptr (8)

wheretz is givenin (3) and ) is the pacletarrival rateateachnode.

Similarly, for the receve actvity, the total averagecontrikbution to the total averagepower consumption

E./t canbefoundasE,N,/t andis boundeddy

EN, _ Ed _dPt
t T, T

MT,
=dP + \P |— 5 Ly EM(x — 1)(Tors + Torsy)

+ MTgrrs + (1 — e M) (Tors + Tp + TACK)] 9

wherewe usedthefactthat
dP(1—py)  dPANT;

— \PM 1

Finally, sincethe nodewill besleepingmostof thetime, we canusetheapproximatioril/t ~ 1.
Thetotal normalizedaverageenegy consumptiorto thengivenby

(11)

Yo

_ Etot _ 1 (NTET + EENZ + TsPs>

Pt P\ t t t
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Figure 1: Averagenormalizedenegy consump- Figure 2: Averagenormalizedenegy consump-

tion, vy, vs. duty cycle, d. GeRaF GeRaF-1R tion, v, vs. duty cycle,d. GeRal-GeRaF-1Rand
andSTEMcompared N = 20, 100, network load STEMcompared N = 20, 100, network load0.1.
0.01.

wherethe expressiondor the threetermsare given above. 1, is the total enegy consumedn time ¢,
dividedby theenegy whichwould beconsumedy aradiowhichis alwayson (transmitting receving or

monitoringthe channel).

Lateng, definedasthetime it takesfrom whena nodestartsthe paclet transmissiorhandsha& to when
thetransmissiorof theactualdatapaclet starts canbe computeedist minusthetime for dataandACK,

i.e.,

Ts = (& — 1) (Tuens + Trrs + Np(Ters + Torsr))

+Tsens + Trrs + tTors + (£ — 1)Teors, (12)

4 Performance comparison

In this section,we give somenumericalresultsfor the schemesonsideredand provide a comparison
betweenthem. For the new MAC proposedGeRaF-1R)we usethe above analysiswhereador STEM
andthe classicversionof GeRaFwe usetheresultsin [4]. In all the following results,we chooseN, =

4, =0.4,Ts;q/Tp = 0.1 (weassumédnerefor simplicity thatall signalingpacletsareof thesameength
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Figure 3: Averagenormalizedenegy consump- Figure4: Averagenormalizedenegy consump-
tion, v, vs. lateny (in units of 7). GeRak tion, g, vs. lateny (in units of 7). GeRak
GeRaF-1Rand STEM compared.N = 20, 100, GeRaF-1Rand STEM compared.N = 20, 100,
network load0.01. network load0.1.

Tsic).

Resultsfor the averagenormalizedenegy consumptiorareshowvn in Figuresl and2. Thelossin perfor
mancedueto thesingle-radicoperationcomparedo the schemewith thebusytoneg4] canbequantified.
It is importantto notethat essentiallythe conclusionsn [4] still hold, i.e., the proposedschemeoutper
forms STEM [3] wheneer the nodedensityis sufficient, which in this casecorresponds¢o morethan

about20 neighbors3

Thetradeof betweerenegy andlateng is shovn in Figures3 and4. While it is apparenthatfor small
duty cycles(upperleft region of thecurves)the performancéit maybesignificant,we aremoreinterested

in thelow-enegy portionof the curves,wherethelateny degradations notexceedinglylarge.

An approximatesnepgy optimizationcanbe carriedout following [4] to computethe optimal duty cycle
asafunctionof the systemparametersThe minimumenegy asa functionof thenodedensityif reported
in Figure5, whereone canseethatthe minimum enegy is only slightly largerin the casewith a single
radiothanit is in the casewith two radios.In bothcasesSTEM is outperformedvhenthe nodedensityis

sufficient, dueto the differentslopeof the minmiumenegy vs. nodedensitycurves.

3Note thattheseneighborsarenotall active atthe sametime, but only duringa fractiond.
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Figure 5. Optimal normalized average enegy Figure6: Lateng (in unitsof 7)) corresponding
consumption,s, vs. averagenumberof nodes to optimalenegy consumptiorvs. averagenum-
within coverage N. Network load0.01 and0.1. ber of nodeswithin coverage,N. Network load
0.01 and0.1.

Finally, thelateng which correspondso theminimumenegy pointis shavnin Figure6. While thisresult
seemgo be very nggative for the one-radioschemeijt shouldbe recalledthatit correspondso the very
minimumfor theenegy. LookingbackatFigures3 and4, onecanseethattheenegy minimumis notvery
sharp,which meanghatby allowing a smallenegy losswe canreducethe lateng to acceptableralues.
Therefore from resultssucharethosein Figures3 and4 we canconcludethatin the interestingregion
of operationthe one-radioversionof GeRaFworksaswell asthe onewith busytones,while requiringa

significantlysimplerhardware.

5 Conclusions

In this paper we considereda novel forwardingtechniquebasedon geographicalocationof the nodes
involvedandrandomselectionof therelayingnodevia contentioramongrecevers. A collision avoidance
schemebasedon this ideawasdescribedandan approximateanalysiswasprovided. Unlike previously
proposedschemedasedn busytones,our protocoldoesnot needa secondadio. The proposedscheme
was comparedwith its two-radio versionas well as with STEM, and was shavn to perform well for

sufficientnodedensity
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Itemsfor future researchncludea moredetailedanalysis,comparisorwith otherproposedgschemesand

optimizationof theparameters.
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