
1

Query Operations

Relevance Feedback
Query Expansion

Query interpretation
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Relevance Feedback

• After initial retrieval results are presented, 
allow the user to provide feedback on the 
relevance of one or more of the retrieved 
documents.

• Use this feedback information to reformulate 
the query.

• Produce new results based on reformulated 
query.

• Allows more interactive, multi-pass process.



Statistics on query dimension on web 
search engines by country

3From:  Azad Deepak 2017



Workflow of query expansion

4
From:  Azad Deepak 2017



Query expansion methods
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Relevance Feedback Architecture
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Query Reformulation

• Revise query to account for feedback:
– Query Expansion: Add new terms to query 

extracted from relevant documents.
– Term Re-weighting: Increase weight of terms 

in relevant documents and decrease weight of 
terms in irrelevant documents.

• Several algorithms for query reformulation.
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Query Reformulation for VSR (vector 
space retrieval)

• General idea: change query vector using 
vector algebra:
– Add the vectors for the relevant documents to 

the query vector.
– Subtract the vectors for the irrelevant docs 

from the query vector.

• This adds both positively and negatively 
weighted terms to the query as well as 
reweighting the initial terms.
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Optimal Query

• Assume that the relevant (to the user’s 
query) set of documents Cr is known.

• Then the best query that ranks all and only 
the relevant documents at the top is:
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Where N is the total number of documents.  The query vector 
sum the weights wij for all dj in Cr and subtracts all the weights

w’ik for all dk not in Cr .



Example (query is «information 
retrieval»)

• Vocabulary:( information, method, performance, 
retrieval, system)

• D1: ( 1,0,1,1,0)  “information retrieval performances”
• D2: (1,0,1,1,1)   “performance of information retrieval

systems”
• D3: (0,1,0,0,1) “system’s method”
• Cr: D1, D2; N-Cr =D3
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(2, 0, 2, 2,1)− (0,1, 0, 0,1) = (1, 0,1,1, 0.5)− (0,1, 0, 0,1) =

(1,−1,1,1,−0.5)
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Standard Rocchio Method

• Previous method is not realistic since all relevant 
documents are unknown. Rocchio method uses the known 
relevant (Dr) and irrelevant (Dn) sets (among the first k 
ranked) of documents and include them in initial query q.
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a:  Tunable weight for initial query.
b:  Tunable weight for relevant documents.
g:  Tunable weight for irrelevant documents. 
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Dr: saga, movie, director, david slade, 
licantropus, melissa rosenberg..

Dn: foundation,software,development,
tool,environment....

Query is: eclipse saga
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Ide Regular Method

• Since more feedback should perhaps 
increase the degree of reformulation, do not 
normalize :
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a:  Tunable weight for initial query.
b:  Tunable weight for relevant documents.
g:  Tunable weight for irrelevant documents. 



Example

• q (w1q,w2q,w3q,w4q)
• Dr: [d1(w11,w21,w31,w41), 

d2(w12,w22,w32,w42)]
• Dn: d3(w13,w23,w33,w43)

• qexp:((αw1q+β(w11+w12)-γw13), 
(αw2q+β(w21+w22)-γw23), 
(αw3q+β(w31+w32)-γw33), 
(αw4q+β(w41+w42)-γw43))

14
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Ide �Dec Hi�Method

• Bias towards rejecting just the highest 
ranked of the irrelevant documents:

!qm =α
!q +β

!
d j

∀
!
d j∈Dr

∑ −γmaxnon−relevant (
!
d j )

a:  Tunable weight for initial query.
b:  Tunable weight for relevant documents.
g:  Tunable weight for irrelevant document. 
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Comparison of Methods

• Overall, experimental results indicate no 
clear preference for any one of the specific 
methods.

• All methods generally improve retrieval 
performance (recall & precision) with 
feedback.

• Generally tunable constants α, β, γ equal 1.



Example

• Initial query: “New space satellite applications”
1. 0.539, 08/13/91, NASA Hasn�t Scrapped Imaging Spectrometer
2. 0.533, 07/09/91, NASA Scratches Environment Gear From Satellite Plan
3. 0.528, 04/04/90, Science Panel Backs NASA Satellite Plan, But Urges Launches of 

Smaller Probes
4. 0.526, 09/09/91, A NASA Satellite Project Accomplishes Incredible Feat: Staying 

Within Budget
5. 0.525, 07/24/90, Scientist Who Exposed Global Warming Proposes Satellites for 

Climate Research
6. 0.524, 08/22/90, Report Provides Support for the Critics Of Using Big Satellites to 

Study Climate
7. 0.516, 04/13/87, Arianespace Receives Satellite Launch Pact  From Telesat Canada
8. 0.509, 12/02/87, Telecommunications Tale of Two Companies

• User marks relevant documents with �+�.

+
+

+

Sec. 9.1.1



Expanded query after relevance feedback

• 2.074 new 15.106 space
• 30.816 satellite 5.660 application
• 5.991 nasa 5.196 eos
• 4.196 launch 3.972 aster
• 3.516 instrument 3.446 arianespace
• 3.004 bundespost 2.806 ss
• 2.790 rocket 2.053 scientist
• 2.003 broadcast 1.172 earth
• 0.836 oil 0.646 measure

Sec. 9.1.1



Results for expanded query

1. 0.513, 07/09/91, NASA Scratches Environment Gear From Satellite Plan
2. 0.500, 08/13/91, NASA Hasn�t Scrapped Imaging Spectrometer
3. 0.493, 08/07/89, When the Pentagon Launches a Secret Satellite,  Space 

Sleuths Do Some Spy Work of Their Own
4. 0.493, 07/31/89, NASA Uses �Warm� Superconductors For Fast Circuit
5. 0.492, 12/02/87, Telecommunications Tale of Two Companies
6. 0.491, 07/09/91, Soviets May Adapt Parts of SS-20 Missile For Commercial Use
7. 0.490, 07/12/88, Gaping Gap: Pentagon Lags in Race To Match the Soviets In 

Rocket Launchers
8. 0.490, 06/14/90, Rescue of Satellite By Space Agency To Cost $90 Million

2
1
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Sec. 9.1.1



Relevance Feedback on the Web

• Some search engines offer a similar/related pages feature 
(this is a trivial form of relevance feedback)

– Google (link-based, but is now hidden). It rather shows 
“related search”

– But some don’t because it’s hard to explain to average 
user  why a page is suggested

• Specialized search engines are those who more often use 
feedback

Sec. 9.1.4



21

Why is Feedback Not Widely Used

• Users sometimes reluctant to provide 
explicit feedback.

• Results in long queries that require more 
computation to retrieve documents: search 
engines process lots of queries and allow 
little time for each one.

• Makes it harder to understand why a 
particular document was retrieved.
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Pseudo Feedback

• Use relevance feedback methods without explicit 
user input.

• Just assume the top m retrieved documents are 
relevant, and use them to reformulate the query.

• Allows for query expansion that includes terms 
that are correlated with the query terms.

• Would not work well for previous “Eclypse” 
example but common queries are less ambiguous,

• E.g. Eclypse licantropous, Eclypse moon
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Pseudo Feedback Architecture

RankingsIR
System

Document
corpus

Ranked
Documents

1. Doc1 
2. Doc2 
3. Doc3 

.

.

Query 
String

Revise
d

Query
ReRanked
Documents

1. Doc2 
2. Doc4 
3. Doc5 

.

.

Query
Reformulation

1. Doc1  Ý
2. Doc2  Ý
3. Doc3  Ý

.

.

Pseudo
Feedback



24

PseudoFeedback Results

• Found to improve performance on public IR 
competitions ( ad-hoc retrieval task).

• Works even better if top documents must 
also satisfy additional boolean constraints in 
order to be used in feedback (especially 
negative constraints like 

eclipse AND (licantropus OR not moon).



OTHER METHODS FOR 
QUERY EXPANSION

25



Query expansion methods

26
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Thesaurus

• A thesaurus provides information on 
synonyms and semantically related words 
and phrases.

• Example:
physician 
syn: ||croaker, doc, doctor, MD, 

medical, mediciner, medico, ||sawbones
rel: medic, general practitioner, 

surgeon, 
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Thesaurus-based Query Expansion

• For each term, t, in a query, expand the query with 
synonyms and related words of t from the 
thesaurus.

• Can weight added terms less than original query 
terms (= discount factor for terms not in original 
query).

• Generally increases recall.
• May significantly decrease precision, particularly 

with ambiguous terms.
– �interest rate�® �interest rate fascinate evaluate�



29

WordNet

• A more detailed database of semantic 
relationships between English words.

• Developed by famous cognitive 
psychologist George Miller and a team at 
Princeton University.

• About 144,000 English words.
• Nouns, adjectives, verbs, and adverbs 

grouped into about 109,000 synonym sets 
called synsets.



Wordnet

30



Wordnet
hierarchy

31
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WordNet Synset Relationships

• Antonym: front ® back
• Attribute: benevolence ® good (noun to adjective)
• Pertainym: alphabetical ® alphabet (adjective to noun)
• Similar: unquestioning ® absolute
• Cause: kill ® die
• Entailment: breathe ® inhale
• Holonym: chapter ® text (part-of)
• Meronym: computer ® cpu (whole-of)
• Hyponym: plant ® tree (specialization)
• Hypernym: apple ® fruit (generalization)
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WordNet Query Expansion

• Add synonyms in the same synset.
• Add  hyponyms to add specialized terms.
• Add hypernyms to generalize a query.
• Add other related terms to expand query.
• In case of ambiguity, which synset?

Example query: car rental
Expanded query: (car OR automonile OR machine OR ..)AND

(rental OR leasing OR..) 



Not all senses available
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Computer sense of apple is missing



A better source: Wikipedia 
(disambiguation page)
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An even better source: BabelNet

36
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Use context in query to disambiguate (e.g. 
“apple computer”) or click on right sense

38

Explore: apple computer

Apple Inc. is an American multinational corporation that designs and sells
consumer electronics, computer software, and personal computers.

apple, CPU,engineering , computer  science, software,



Query expansion methods
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STATISTICAL QUERY 
EXPANSION

40
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Statistical Expansion

• Existing human-developed thesauri are not easily available 
in all languages  (even though now BabelNet has 100 
languages).

• More importantly: Semantically related terms can be more 
easily discovered from statistical analysis of corpora.

• E.g. “licantrope” and “eclipse” may not co-occur in 
thesauri: “The Twilight Saga: Eclipse, commonly referred 
to as Eclipse, is a 2010 American romantic fantasy film 
based on Stephenie Meyer's 2007 novel, Eclipse” but they 
do co-occur in texts (more free texts available than 
thesauri..)
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Automatic Global Analysis

• Determine term similarity through a pre-
computed statistical analysis of the 
complete corpus.

• Compute association matrices which 
quantify term correlations in terms of how 
frequently they co-occur.

• Expand queries with statistically most 
similar terms.



43

Association Matrix 
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cij: Correlation factor between term i and term j
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fik : Frequency of term i in document k

cij=0 if either i or j do not occur in dk
cii= sum of quadratic frequencies
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Normalized Association Matrix

• Frequency based correlation factor favors more 
frequent terms: need to discriminate chance (they 
co-occur because they are very frequent) from 
genuine relatdness

• Normalize association scores:

• Normalized score is 1 if two terms have the same 
frequency in all documents.
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c
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Numerator: SUM(product of i-j frequencies)
Denominator: SUM(frequency of i)2 + SUM(frequency of j)2 – numerator



Example (assuming freq=1 or 0 in all
docs)

• Documents with “information” : 5500
• Documents with “retrieval” : 2600
• Documents with both: 2500

45

2500
5500+ 2600− 2500

=
2500
5600

= 0, 45
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Metric Correlation Matrix

• Association correlation does not account for 
the proximity of terms in documents, just co-
occurrence frequencies within documents.

• Metric correlations account for term 
proximity.

cij =
1

r(ku ,kv )kv∈Vj

∑
ku∈Vi

∑

Vi:  Set of all occurrences of term i in any document.
r(ku,kv): Distance in words between word occurrences ku and kv

(¥ if ku and kv are occurrences in different documents).
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Normalized Metric Correlation Matrix 

• Normalize scores to account for term 
frequencies:

sij =
cij

Vi × Vj
=

1
r(ku ,kv )kv∈Vj

∑
ku∈Vi

∑ / (Vi × Vj )

Vi, Vj are the subset of documents in the collection
including term i or term j
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Query Expansion with Correlation Matrix

• For each term i in query, expand query with 
the n terms, j, with the highest value of cij
(sij).

• This adds related terms found in the 
�neighborhood� of the query terms.



Co-occurrence table 
Example

Sec. 9.2.3
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Problems with Global Analysis

• Term ambiguity may introduce irrelevant 
statistically correlated terms.
– �Apple computer�® �Apple red fruit computer�

• Since terms are highly correlated anyway, 
expansion may not retrieve many additional 
documents.
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Automatic Local Analysis

• At query time, dynamically determine similar 
terms based on analysis of top-ranked retrieved 
documents.

• Base correlation analysis on only the �local� set of 
retrieved documents for a specific query.

• Avoids ambiguity by determining similar 
(correlated) terms only within relevant documents.
– �Apple computer�®
�Apple computer Powerbook laptop�



Example (apple computer)
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microcomputer, company, stock quotes,..
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Global vs. Local Analysis

• Global analysis requires intensive term 
correlation computation only occasionally.

• Local analysis requires intensive term 
correlation computation for every query at 
run time (although number of terms and 
documents is less than in global analysis).

• But local analysis gives better results.



54

Global Analysis Refinements

• Only expand query with terms that are similar to 
all terms in the query.

– �fruit� not added to �Apple computer� since it is far 
from �computer.�

– �fruit� added to �apple pie� since �fruit� close to both 
�apple� and �pie.�

• Use more sophisticated term weights (instead of 
just frequency) when computing term correlations.
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Query Expansion with co-occurrences:  
Conclusions

• Expansion of queries with related terms can 
improve performance, particularly recall 
(more terms=more documents with same 
rank threshold).

• However, must select similar terms very 
carefully to avoid problems, such as loss of 
precision (e.g. if  unrelated terms are 
added, precision might considerably 
decrease).



Query expansion methods
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Expansion qith query logs

• Google use query logs: 

57

Query is expanded with “hints” as you type words into the query window



Query expansion with query logs
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Prob of term j in query k 
Relevance of term i in doc j

Query logs: given a query, which documents have been accessed?



Learning from querylogs is important, 
however

• Google process 3 billion queries per day
• Lots of data, however, 20-25% of these

queries are NEW, have never been done
before

• 450ml previously “unseen” queries
• Therefore “brute force” is not enough, need

to LEARN from previous query and 
GENERALIZE

• GENERALIZE= learn word meaning and 
word correlations 59



Is there anything more advanced than co-
occurrences to learn correlations?

• To detect these similarities (next 
lessons):
–Latent Semantic Indexing
–Word embeddings (a.k.o. deep 

method)

60


