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Systems of linear equations
- The linear system

X +8,X, ... T X, =Dy
&, X, +8,,%,...+a, X =b,

2n’*n

a X +a,X,...+a, X =b
for unknown Xq,...,X,; and aij,bi constants for I, J=12,...,n
- In matrix form Ax=Db
- Given AX=Dh:

- |s there a solution?
- Is the solution unique?
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Systems of linear equations
- The linear system

X +8,X, ... T X, =Dy
&, X, +8,,%,...+a, X =b,

2n’*n

a, X +a,X...+a X =b
for unknown Xp,...,X,; and &j,b constants for i, j=12,...,n

- In matrix form Ax=0D0b

- Given Ax=Db: Yes, if Asguare and

 Is there a solution? nonsingular (determinant # 0)
- Is the solution unique?
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Systems of linear equations

 We consider Asquare and nonsingular

« |f the matrix Ais diagonal

a, 0 .. O |
0 a,, 0... 0
0 0 ... 0a,
* The solution is [X1 X, ... Xn]:X where xizﬂ
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Systems of linear equations

 IfAlsan upper triangular matrix

_aﬂ a, ... ]
0 a22 a‘2n
O 0 a,

« The solution is [X X, ... Xn]:x where

Xn:
Backward
(b, — Zalkxk i=n-1..1  Ssubstitution

k=i+1

b,
2
1
a0
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Systems of linear equations

 IfAisalower triangular matrix

a, 0 ... O
a, a,0..0

- VR a.

* The solution is [X1 X, ... Xn]:x where

)
% | Forward

-1 . .
X. :i(bi_zaikxk) i=2..n substitution
a; =1
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Systems of linear equations

« IfAis ortogonal, that is A=A', the solution is x=A"b

 Let us consider

a1 a2 an by
ap; A aon by
dn1 an2 Ann | by |
ETRCE agn by |
ap; A o - by
Then | . . . . |=|Ab] isthe augmented matrix




2015/2016 Intensive Computation - Linear Systems

Methods for solving linear equations

- Direct methods: find the exact solution in a finite number
of steps

- lterative methods: produce a sequence of approximate
solutions hopefully converging to the exact solution
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Gaussian Elimination Method

Gaussian Elimination Method for solving Ax=Db

- Adirect method

- The idea Is:
- To transform the system such that the matrix A is transformed in a
triangular matrix
- The system can be solved by a backward substitution process

- The method:

- Provides an exact result (ignoring roundoff)
- Is computationally expensive
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Gaussian Elimination Method

Gaussian Elimination Method for solving Ax=Db

To transform the matrix A, three row operations can be
performed on the rows of a matrix without altering the
considered system:

- Operation 1: Swap the positions of two rows
- Operation 2: Multiply a row by a nonzero scalar

- Operation 3: Add to one row a scalar multiple of another
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Gaussian Elimination

Consider a 3x3 example

&, X, +a,X, +a,.X;, =D 6x, +10x, +4x, =2

8, X, +a,,X, +8,.X, =D, 5X, +9X, + 6%, =11

8y, X, + 85,X, +85.X, =D, 17X, + 26X, +21x, =49
a; a, a; x| [b 6 10 4|x]| [ 2

8, a, ayul|lX |=|h, 5 9 6|x |=[11

A, 8y A | X | |by 17 26 21| x| [49]
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Gaussian Elimination

Use Equation 1 to eliminate x, from Equation 2 and 3
& X +a,X, +3X; =b

This is done by subtracting from Equation i Equation 1

a
multiplied for | M,;, = —| that are the multipliers
Q, o
VOt

That Is: 3 3 3
21 21 _ 21
(A, ——=a,)X, + (2,3~ ——a;3)X; =h, - =D
1 1 1

a a a
(asz _iaiz)xz + (a33 - i"3‘13))(3 — b3 - fbl
1 1 1
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Gaussian Elimination

Use Equation 1 to eliminate x, from Equation 2 and 3
& X +a,X, +3X; =b

This is done by subtracting from Equation i Equation 1

a
multiplied for [mil = '1] that are the multipliers

A,

That is:
(App —My1a15) Xy + (@3- Myjdy3) Xy =by - Myby

(835 —M31315) X, + (@33 - Mgqdy3) X3 = b3 - Myyby



2015/2016 Intensive Computation - Linear Systems

Gaussian Elimination

Eliminate x, from Equation 2 and 3
Matrix form
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Gaussian Elimination

Eliminate x, from Equation 2 and 3
Matrix form

Pi\iOt MULTIPLIERS
a12/ \\\_xl b
\\\
0 (ay 12) (@ @13) 5§\< b, @’1
i 12) (3 @13)_

o
~~

Q
w
N



2015/2016 Intensive Computation - Linear Systems

Gaussian Elimination

Eliminate x, from Equation 2 and 3

Pivot aj 1 d, A, dz| X bl
Multipliers " " "
3 0 dyy,  Ayz || Xy | = bz
M., — —21
21 2
11
(1) (1) (1)
_O dj, dgz || X3 | _b3 _
dzq
M3 =—
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Gaussian Elimination

Eliminate x, from Equation 2 and 3

Pivot all

Multipliers

My, =——
dqq

M3y =——
dqq

Intensive Computation - Linear Systems

10 4
2 8
3 3
3
3 3
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Gaussian Elimination

Eliminate x, from Equation 3
Matrix form

d; Pivot A3 X bl

Multiplier
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Gaussian Elimination
GE vyields triangular system

d; A, Qg || X% b,

Altered

7 During
GE

I
o
N~
=

(1) (1)
0 Ay Gy || Xy
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Gaussian Elimination
GE vyields triangular system

a, a, ay | X | | b
Altered

7 During
GE

U, U, Uj | X Y1
0 Uy, Uy | X [=1 Y2

I
o
N~
=

(1) (1)
0 Ay Gy || Xy

0 0 a?|x| |b®

O O u33 X3 y3
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Gaussian Elimination

U, U, Ugs || X Yi
0 Uy, Uy || X5 |=1 Y,

r 0 0 ugp [ X | Vs

. yl o u12X2 o u13X3
U,
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Intensive Computation -

Gaussian Elimination

b,

B (%) bl

&,
() b - (2
&,

(1)
d,
(1)
D ) b
CPY

=

Linear Systems

1 0
|
a,
Ay A
&, 8
1.0 0
,,1 0
|3 |321
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Gaussian Elimination

In general

- The kth stage of the elimination zeros the elements below
the pivot element al") in the kth column of A® according to
the operations

a ™ =af’ —myag? i j=k+1:n

b* =p) —m. b i=k+1:n

(k)
a. :
- where the quantities M = % |=k+1:n are called
a

. k) . .
the multipliers and aﬁk) is called the pivot
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Gaussian Elimination

= Ax=b = LUx=b = LU factorization

= Ly=Dh L: lower triangular
multipliers and 1s on diagonal

= Ux=y U: upper triangular
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Gaussian Elimination

Solve AXx=Db

Step 1 A=LU = LU factorization

Step 2 Ly=b = Solve by forward substitution

Step 3 Ux =y =2 Solve by backward substitution
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Gaussian Elimination

A, &, d
d,; Qy, Ay
| Ay dj, Agg
. 0 0 A, &,
a — 1) 1)
L =| 2L 1 0 U= 0 dy, Ay
TR 0
1
A1 % 1 0 0 af
_all 8.22 1 - -
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1

Intensive Computation - Linear Systems

Gaussian Elimination

Ay,

A, dpp g
L L0
O a22 a23
(2)

0 0 a3
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LU decomposition - Algorithm

Fork=1ton-1 Consider the augmented matrix Ab
m(k +1:n ky=ak+1:n, k/‘ Pivot
Multiplier

a(k+1:nk+1l:n+1)=a(k+1l:n,k+1:n+1)+
—m(k+1:nk)*a(k,k+1:n+1)

Note that:

- Elements of matrix A are not zeroed

« Multipliers can be stored in matrix A (instead of zeroing the
elementsof A)
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LU decomposition — Algorithm cost

Fork=1ton-1 Consider the augmented matrix Ab

m(k +1:n,k) = a(k+1:n, l%(k, Of (n-k) divisions

a(k+1:nk+1l:n+1)=a(k+1l:n,k+1:n+1)+
-m(k+1:nk)*a(k,k+1:n+1),

Y
Cost: (n-k)(n-k+1) multiplications

* (n-k)(n-k+2) multiplication and division operations
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LU decomposition — Algorithm cost

Fork =1ton-1 Consider the augmented matrix Ab

m(k +1:n,k) = a(k+1:n, l%(k, Of (n-k) divisions

a(k+1:nk+1l:n+1)=a(k+1l:n,k+1:n+1)+
-m(k+1:nk)*a(k,k+1:n+1),

Y
Cost: (n-k)(n-k+1) multiplications

* (n-k)(n-k+2) multiplication and division operations

*n-1 iterations -t
> > (n=k)(n-k+2)=0(n%)
k=1
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LU decomposition — Algorithm cost

Further we have:

 Multiplication and division operations for solving the
triangular systems: O(n?)

 Addition and subtraction operations: O(n?)
* Note that addition/subtraction operations have a lower cost
with respect to multiplication/division operations, that is O(l)

vs O(1%) where | is the lenght of operands

* Anyway usually we consider the number of floating point
operations FLOPs
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Limitation to this approach

Gaussian Elimination method may fail:

- Null pivots: we have a division by zero during formation
of the multipliers if a

- Small pivots (Round-off error)

Both can be solved with partial pivoting
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Limitation to this approach

(k) _

- If at iteration k a’ =0 we cannot form the multipliers
(k)
a: :
Ay

- A simple way to overcome this problem is the following:
it ald =0
Find ai(lf) # 0with1 >k

Swap row | with row k
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Limitation to this approach

Two Important Theorems

® Partial pivoting (swapping rows) always succeeds if M is
non singular

® LU factorization applied to a diagonally dominant matrix
will never produce a zero pivot
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Limitation to this approach

- In practical computation, also small pivots can give
problems

- Small pivots can lead to large multipliers m;,

- If m, is large then there is a possible loss of significance in
the subtraction a;-m,a,; ), with low-order digits of a; ®
being lost

- Losing these digits could correspond to making a relatively
large change to the original matrix A
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Pivoting and Numerical Stability

- Three different pivoting strategies to avoid instability

- All three strategies ensure that the multipliers are nicely
bounded: ‘mikT<1 I=Kk+1:n

Partial pivoting
At kth stage, the kth and rth rows are interchanged, where

(k)| _ (k)
Ap”| = MaXy <j<n|Qjk

- Pivot of maximal magnitude over the the pivot column
IS selected as pivot
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Pivoting and Numerical Stability

Complete pivoting
At kth stage rows k and r and columns k and s are swapped

(k)| _ (k)
Ars” | = MaXy<j j<n|4ij

- Pivot of maximal magnitude over the whole submatrix

Rook pivoting
At kth stage, rows k and r and columns k and s are swapped

‘
al

K
a0

k
aﬁs) = MaXy <j<n = MaXy < j<n

- Pivot of maximal magnitude in both its column and its
row
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Pivoting and Numerical Stability

Consider the system
1.25-10%  1.25| % |_|6.25
12.5 12.5] x, 75

After GE

1.25-107" 1.25 X | 6.25
0 12.5—(1.25-10°) || X, 75—(6.25-10°)

b o]

X, 4.9999
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Pivoting and Numerical Stability

Consider the system

12510 1.25[ x| [6.25
125 125] %] | 75

After GE

1.25-107 1.25 X | _ 6.25
0 12.5—(1.25-10) | X, 75—(6.25-10°)

b 1) o [FE

X, 4.9999

X
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Pivoting and Numerical Stability

T\ Swap rows
{1.25.104 1.25}[&}:{6.25} 125 12 5 X, 75
125 125] x| | 75 _
1.25-10" 1.25| X, 6.25
GE

12.5 12.5 X | 75
0 125-125.10°|x,| |6.25—-75-107°

Rounded to 5 digits

125 125\ x| [ 75
0 125|x,| |6.25
{xl} _{1.0001}
b X2 Jsgigis | 49999
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Pivoting and Numerical Stability

//\Swap

el 125 125 %] [ 75

— {1.25-104 1.25}{@}_{6.25}
GE

12.5 12.5 X | 75
0 125-125.10°|x,| |6.25—-75-107°

Rounded to 3 digits
125 125]x | [ 75
0 125|x,| |6.25

3digits 5

Xy

{xl} - {1.0001}
X2 Jsgigis  L4-9999
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Fill-in Problem

- If we have a sparse matrix, Gaussian elimination could
destroy its sparsity

. 1 1 1 1
- Consider the matrix 10 10 10 10
L 1 0 0 O
10
A= 1 0 1 0 0
10
L 0 0 1 0
10
L 0 0 0 1
|10 1
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Fill-in Problem

- Example
1 1 1 1]
10 10 10 10
i1000
10
A=i01oo
10
i001o
10
i0001
110

Intensive Computation - Linear Systems

First step of
Gaussian
Elimination

=)

1 1 1 1
0 10 10 10
99 1 1 1

100 100 100 100
1 99 1 1
100 100 100 100
1 1 99 1
100 100 100 100
1 1 1 99
100 100 100 100
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Fill-in Problem

- Example
) 1 1 1 1] |
10 10 10 10 LU
i 1 0 0 0 factorization
10
A= i () 1 0 () -

10
L 0 0 1 O
10
L 0 0 0 1

| 10 1
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Fill-in Problem

- Reorder the matrix by swapping the first and last row and
then the first and last column

0 0 0 0 1] 1 o o o L
10

1

0O 1 0 0 0 o 1 0 0 —
10

Pr=Pc=|0 0 1 0 0 PrAPc =|0 0 1 0 i
10

1

0O 0 0 1 0 o o o0 1 =
10

1 0 0 0 O , ¢+t 1 1
- - - 10 10 10 10
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Fill-in Problem

- After the LU factorization there is not fill-in

1 O 0O O i 1 0 0 0 i
10 10
0 1 0O O i LU 0 1 0 0 i
10 L 10
factorization
PrAPc=|0 O 1 0 i 0 0 1 0 i
Y 0
0O O 0 1 i 0 0 0 1 i
10 10
1101 1 , L 1 1 3
10 10 10 10_ i 10 10 10 100 |



